
UNIVERSITY OF CALIFORNIA
SANTA BARBARA

High-Field EPR for Studies of Structure in
Biological Systems

A dissertation submitted in partial satisfaction
of the requirements for the degree of

Doctor of Philosophy

in

Physics

by

Devin Thomas Edwards

Committee in Charge:

Professor Mark S. Sherwin, Chair

Professor Songi Han

Professor Fyl Pincus

Professor Everett A. Lipman

September 2013



The dissertation of
Devin Thomas Edwards is approved:

Professor Songi Han

Professor Fyl Pincus

Professor Everett A. Lipman

Professor Mark S. Sherwin, Chair

May 2013



High-Field EPR for Studies of Structure in Biological Systems

Copyright c© 2013

by

Devin Thomas Edwards

iii



Acknowledgements

This work would have been impossible without the dedicated guidance, support

and mentoring of my research advisers Prof. Songi Han and Prof. Mark Sher-

win. Together they guided all of the work in this dissertation, pruning bad ideas

from good ideas and displaying remarkable patience (and confidence) when things

seemed stuck. Further, the assistance of my other committee members, Prof.

Lipman and Prof. Pincus have been vital in completing my work, and in finding

what to do next. Susumu Takahashi and Brandon Armstrong spent countless

hours training me in the early years of graduate school, and without them I would

never have gotten off the ground. Dr. Louis-Claude Brunel worked with me in

lab every day for many years, and I was lucky to absorb both good spirits, and

a great deal of knowledge and experience from him. I would like to thank our

close collaborators Prof. Daniella Goldfarb, and Prof. Steffen Glaser. I was ex-

tremely fortunate to fall into collaborative projects with PIs who were willing to

interact directly with a student from across the world. I would have never come

to graduate school without the support and good example provided by Prof. Ken

Segall who mentored me as an undergraduate. Ken, along with Professors Amato,

Parks, Galvez, and Buboltz at Colgate University helped me realize that physics

was something that I was both passionate about, and capable of pursuing.

A number of scientists, graduate students, and undergraduates contributed to

the lab work, all of them brilliant and deserving far more mention than I can

iv



provide here. Jerry Ramian and David Enyeart are responsible for maintaining

the FEL, but also contribute immense technical skill and knowledge to everyone

around them. Fellow graduate students Alicia Smith and Jessica Clayton have

been excellent collaborators. They have learned quickly, been always helpful,

and patient in helping solve the problems I created. Sunyia Hussain, Katherine

Stone, and Anna Pavlova support me constantly, taught me all the biology I

know, and contributed the expertise (and samples) to keep my work relevant

for studying biological systems. Undergraduates Thor Visher, Sahar El Abbadi,

Justin Bricker, Anjali Daniels, Mary Lou Bailey, Allegra Latimer, Andrew Pierce,

and Maia Kinnebrew contributed immensely to this work, and also were close

friends and allies in the lab. The entirety of the Han and Sherwin groups became

a family to me, and their impact on my work and my mood can not be overstated.

I of course wish to acknowledge the support of family and close friends over

this time. In particular my mother (Marge), father (Doug) and brother (Morgan)

were constantly supportive, without ever becoming upset with my long work hours

and too brief visits home. I was blessed to have a great number of friends in Santa

Barbara and around the country who helped me stay sane, and I wish to thank

them semi-anonymously. In no particular order: LM, ML, CB, KG, SDL, KSD,

SH, AH, EvT, HB, BZ, CM, JF, MDL, RK, DM, MJ & KJ, IH, JH, BW, CT,

KM, BB, ND, AY, DT, CY.

v



Department of Physics, University of California, Santa Barbara, CA 93106, (805) 893-3504,

dedwards@physics.ucsb.edu

Devin T. Edwards

Research Interests

Development and application of new methods to study biomolecular structure

and assembly; novel applications of spectroscopic techniques including magnetic

resonance.

Education

University of California, Santa Barbara, CA September

2007-Present

Ph. D. in Physics, Anticipated September 2013

Advisors: Prof. Mark Sherwin (Physics), Prof. Songi Han (Chem-

istry)

M.A. in Physics, December 2009 (GPA=4.0/4.0; 4.0=A)

Colgate University, Hamilton, NY September 2003-June 2007

B.A. in Physics, May 2003 (GPA=3.93/4.33; 4.33=A+)

vi



Research Experience

Graduate Student Researcher June 2008-

Prof. M. Sherwin and Prof. S. Han: University of California,

Santa Barbara

·High-field (240 GHz) Electron Paramagnetic Resonance (EPR) measure-

ments of spins labels, proteins, and biomolecules

·EPR structural studies of oligomerization in membrane proteins

·Modeling of EPR lineshapes and decay processes for new distance mea-

surement methods

·High-powered EPR at 240 GHz powered by a Free Electron Laser

Undergraduate Student Researcher June 2005-May 2007

Prof. K. Segall: Colgate University

·Measurements and analysis of superconducting arrays below 1K

·Modeling non-linear dynamics in arrays of Josephson junctions

Publications

1 Walker, S; Edwards, D.T.; Siaw; T.-A., ; Armstrong, B.; Han, S. “Temper-

ature dependence of high field 13C dynamic nuclear polarization processes

below 35 Kelvin” accepted on July 24 2013 in Physical Chemistry Chemical

Physics, DOI:10.1039/C3CP51628H.

vii



2 Edwards, D.T.; Ma, Z.; Meade, T.; Goldfarb, D.; Han, S.; Sherwin, M.S.

“Extending the distance range accessed with continuous wave EPR with Gd3+

spin probes at high magnetic fields” Physical Chemistry Chemical Physics

2013, 15,11313-11326.

3 Edwards, D.T.; Zhang, Y.; Glaser, S., Han, S.; Sherwin, M.S. “Phase Cy-

cling with a 240 GHz, Free Electron Laser-powered Electron Paramagnetic

Resonance Spectrometer” in Physical Chemistry Chemical Physics 2013, 15,

5707-206.

4 Edwards, D.T.; Takahashi, S.; Han, S.; Sherwin, M.S. “Distance measure-

ments across randomly distributed nitroxide probes from the temperature

dependence of the electron spin phase memory time at 240 GHz” in Journal

of Magnetic Resonance 2012, 223, 198-206.

5 Takahashi, S.; Brunel, L.-C.; Edwards, D.T.; van Tol, J.; Ramian, G.; Han, S;

Sherwin, M.S. “Pulsed electron paramagnetic resonance spectroscopy powered

by a free-electron laser” in Nature 2012, 489, 409-413.

6 Armstrong, B. D.; Edwards, D. T.; Wylde, R. J.; Walker, S. A.; Han, S. “A

200 GHz dynamic nuclear polarization spectrometer” in Physical Chemistry

Chemical Physics 2010, 12, 5920-5926.

viii



Manuscripts In Preparation

1 Edwards, D.T.; Stone, K.; Hussain, S.; Kinnebrew, M.; Sherwin, M.S.; Gold-

farb, D.; Han, S. “Measurement of multiple distances in a proteorhodopsin

oligomer utilizing Gd3+ spin probes.”

Invited Talks

Weizmann Institute of Science: Magnetic Resonance Seminar

May 2012

“High-Power, Pulsed EPR at 240 GHz using Free Electron Lasers”

Colgate University: Physics and Astronomy SeminarMarch 2012

“New Methods in High Frequency EPR for Biological Systems”

Institute for Terahertz Science and Technology SeminarOctober

2011

“Gd3+-Based Spin Probes for High Frequency Electron Paramagnetic Res-

onance”

Institute for Terahertz Science and Technology SeminarOctober

2009

“Pulsed Electron Paramagnetic Resonance at 240 GHZ for Biological

Studies”

ix



Conference and Seminar Talks

American Physical Society March Meeting March 2012

“Nanometer Scale Distance Measurements for Biological Systems using

Gd3+ ased Spin Probes at High Magnetic Fields”

Rocky Mountain Conference on Analytical Chemistry July 2012

“Gd3+-Based Spin Probes for Enhanced EPR Distance Measurements in

Complex Sample Environments and at Elevated Temperatures”

Rocky Mountain Conference on Analytical Chemistry July 2011

“Opportunities in High Field EPR: Extending the Distance Range with

Gd3+-based Probes”

Rocky Mountain Conference on Analytical Chemistry August

2010

“T2 Measurements at 240 GHz for Nuclear Spin Bath Effects and Biolog-

ical Distance Measurement”

Rocky Mountain Conference on Analytical Chemistry July 2009

“Distance Measurement through Electron Spin Decoherence at 240 GHz”

American Physical Society March Meeting March 2007

“Interaction of breathers with moving vortices in a Josephson junction

ladder”

x



Recognition

Student Travel Awards, Rocky Mountain Conference on Analytic Chemistry

Yearly 2009-2012

Doctoral Student Travel Grant, University of California, Santa Barbara June

2010

Physics Department TA Award, University of California, Santa Barbara June

2006

Sigma Xi Physics Honor Society Inducted June 2008

Teaching and Mentoring

Acted as a teaching assistant for undergraduate lab courses for both honors

physics students as well as students in biology programs.

Mentored undergraduate students from UCSB’s EUREKA (Summer 2012)

and INSET (Summer 2010) programs resulting in both students presenting

their work at conferences.

Guided work by 4 undergraduate students and 2 graduate students in contin-

uing the development and application of high-field, pulsed EPR.

xi



Abstract

High-Field EPR for Studies of Structure in Biological

Systems

Devin Thomas Edwards

Electron Paramagnetic Resonance is a powerful technique for studying the

local environment near a paramagnetic species. When coupled with the ability

to introduce stable paramagnetic labels in a variety of biological systems, EPR

becomes an important tool to unravel questions of structure and dynamics in

biological systems. Because these paramagnetic species are introduced site specif-

ically, EPR offers unusual spatial precision to address specific questions that evade

other techniques. As with other kinds of magnetic resonance, EPR becomes more

powerful at higher magnetic fields. However, in EPR expansion to high fields has

been slowed by technical challenges of working at hundreds of GHz. This work

expands the capabilities of high-field EPR through dual approaches. The first

approach is to develop new methods for biological studies exclusive to high mag-

netic fields. For instance, a distance measurement technique is developed based on

the temperature dependence of electron-spin phase memory times at high fields.

Further, Gd3+ is demonstrated as a spin-label exceptionally well-suited for use

at high magnetic fields. In particular, cw EPR with Gd3+ allows measurements

of interspin distances up to 4 nm under less severe conditions than are typically

necessary for pulsed EPR distance measurements. Additionally, pulsed EPR dis-

xii



tance measurements with Gd3+ are used to elucidate the oligomeric structure of

a membrane protein. The results strengthen the case for Gd3+ as a particularly

useful probe for targeting complex, oligomeric systems, which tend to be difficult

to study in other ways. The second approach is to eliminate the power restrictions

of high-field, pulsed EPR through the use of UCSB’s Free Electron Lasers as a

radiation source to enable the highest power, pulsed EPR at frequencies over 100

GHz. The ability to manipulate and measure spins 50-100x faster than with other

sources is introduced and the technical approach described. The intrinsic phase

instability of the FEL source can then be eliminated through a post-processing

routine, which recovers the capability for phase cycling using the FEL. As phase

cycling can be used to dramatically reduce artifacts, and is a common technique

in both EPR and NMR, this greatly expands the detection capabilities of the

spectrometer. Together these approaches have allowed new capabilities for study-

ing biological systems, particularly the ability to measure more complex systems,

and closer to physiological conditions than otherwise possible. Beyond this, it is

hoped these developments continue to spur efforts to realize mature, high-field

EPR techniques and technology.
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Chapter 1

Introduction

As a spectroscopic tool Electron Paramagnetic Resonance (EPR; also called

Electron Spin Resonance: ESR) is regularly considered as merely an esoteric

cousin of Nuclear Magnetic Resonance (NMR), with a far narrower scope of ap-

plication and potential. Indeed, the ability to manipulate the magnetic moment

of nuclei through NMR has proven a critical tool in modern science, technology

and medicine. Since 1945 when NMR was first observed in solids (independently

by Bloch1 and Purcell2) it has exploded and birthed new methods in analytical

chemistry, medical imaging, and structural biology. NMR is responsible for 4

Nobel prizes since 1952: in Physics for Bloch & Purcell(1952), in Chemistry for

Ernst’s work on high-resolution NMR(1991), in Chemistry for Wüthrich’s demon-

stration of 3D structural determination in biomacromolecules (2002), and most

recently in Medicine for Lauterbur and Mansfield’s discoveries in Magnetic Res-

onance Imaging (MRI) in 2003. Modern NMR is a tool of expansive potential

that allows synthetic chemists to identify their products, has determined the 3D

1



structure of 8000 proteins3, is at the heart of the the powerful MRI medical di-

agnostics, and through functional MRI (fMRI) offers a noninvasive methods to

probe neurological activity.4

By contrast, EPR was discovered by Zavoisky5,6 in the USSR in 1944, a year

before the first reproducible observations of NMR(intriguingly, Zavoisky also likely

observed NMR in 19417, but was unable to reproduce the result). The develop-

ment of microwave electronics for application in radar during the second World

War provided the critical technology necessary for the development of EPR.7 How-

ever, while EPR has developed steadily and has emerged as an important tech-

nique in physics and physical chemistry, it has never become the pervasive and

common spectroscopy tool which NMR has become. It is telling that throughout

the last 65 years the fields of the Nobel Prizes recognizing NMR have moved from

Physics to Chemistry and finally to Medicine. Outside of failing to garner Nobel

prizes, EPR has failed to follow as grand a trajectory and become a science with

as profound application in daily life, though it has, in the last decade, emerged

as a tool for biochemists. Some of this discrepancy may be attributed to the fact

that EPR targets unpaired electrons, which are less ubiquitous than nuclei. For

instance, hydrogen atoms (a prime target for NMR studies) are a common con-

stituent of biomacromolecules, and are highly concentrated in water. Similarly,

carbon (a critical constituent of organic molecules) has a NMR active isotope

(13C). Despite the comparative scarcity of unpaired electrons, EPR is nearly 3
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orders of magnitude more sensitive than NMR, making even single electron spin

detection possible.8 Further, since unpaired electrons are not omnipresent like nu-

clei, it is far easier to probe a specific site, offering an advantage in selectivity over

NMR.

In practice, many of challenges of EPR emerge from the comparative diffi-

culty of the experiments. In EPR, the substantially faster relaxation times and

stronger interactions with neighboring dipoles results in rapidly decaying signal

and broad lines. NMR had been revolutionized by two steps, the emergence of

Fourier Transform (FT) pulsed NMR, and the steady progress of NMR to higher

magnetic fields. Even for EPR at fields below 1 T, where high power sources

are available, it is still generally impossible to completely excite a typical EPR

spectrum due to the limited spectral bandwidth of pulses. Further, the microwave

technology necessary to carry out high-power, pulsed EPR has generally remained

expensive and specialized. Though commercial options exist, they have only in

the past decade become what could be considered “user” instruments that can be

operated regularly in a lab that does not specialize in pulsed EPR. While this has

resulted in pulsed EPR being utilized more regularly for structural biochemistry,

these widely utilized commercial spectrometers operate only at low fields.

By comparison, NMR is regularly done at fields up to 20 Tesla, and would be

carried out at higher fields if suitable magnets were developed. Moving to higher

fields in either NMR or EPR requires increasing the frequency of the source.
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Even at high fields, NMR frequencies are low enough (<1 GHz) to be easily

generated, while the higher frequencies for EPR (>100 GHz) can be difficult to

generate. Thus, in EPR, unlike NMR, operating at low fields remains the stan-

dard, as sources operating at frequencies above ∼30 GHz are generally expensive,

technically challenging to operate, and offer only limited power levels. This has

long hindered the development of EPR at fields above the traditional X-Band

spectrometer (operating at 0.35 T and 10 GHz). In particular, the limitations

of source power have forced pulsed EPR at high fields to utilize long excitation

pulses, which severely hampers the capabilities of the technique. Just as with

NMR, EPR fundamentally becomes more powerful at higher magnetic fields due

to increases in spectral resolution and sensitivity and so despite the technical limi-

tations, high-field EPR is an important form of spectroscopy in physics, materials

science, physical chemistry, and biochemistry.9–14

This dissertation details efforts to expand the impact of EPR spectroscopy

by advancing the capabilities and effectiveness of high-field EPR. Though EPR

is applied to a wide variety of systems, this work focuses on one of the most

promising and powerful applications of EPR, which is to study structure in bi-

ological systems. EPR offers a method to probe biomacromolecules that resist

other structural characterizations, in particular those that are large, complex or

difficult to crystallize. EPR also acts as a superb complementary technique to

address specific structural questions that may elude global structural characteri-
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zation. Finally, some biological systems inherently include paramagnetic ions as

part of their structure; the properties of these ions are important, and they can

be used as internal probes of the biomolecules structure.

We find that the advantages of high-field EPR have been insufficiently lever-

aged for studying biology due to the lack of development of new techniques spe-

cialized for high fields, as well as the inability to perform high-powered EPR at

these fields due to a lack of sources. We approach the first problem utilizing a

home-built, pulsed and cw EPR spectrometers operating at 8.5 Tesla and 3.5 T

to investigate novel methods that can be leveraged only at high magnetic fields.

Low-power, high-field EPR is an important research tool across many scientific

disciplines. However, its development is driven by a small group of researchers,

typically by extending low field techniques (with modifications) to higher mag-

netic fields. We instead attempt to uncover new techniques and methods that can

not be exploited at low magnetic fields but may offer advantages over existing

techniques. This part of the dissertation includes measurements of interspin dis-

tances based on silencing fluctuations in the electron spin bath, and incorporates

new applications of Gd3+-based spin labels, which are ideally suited for high-field

EPR applications.

The second component of this research seeks to overcome many of the limita-

tions associated with high-field EPR by implementing the first high-power, pulsed

EPR spectrometer operating above 3.5 Tesla. This is undertaken by incorporat-
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ing a Free Electron Laser (FEL) as a source for pulsed EPR, allowing a increase

in power of ∼5 orders of magnitude over standard sources. The initial progress

on this reports on the capability to carry out experiments ∼100x faster than is

possible using other sources at these fields, and the associated benefits of these

high powers before discussing the addition of complete phase control to this spec-

trometer.

Taken together the developments in this work run the gamut from being widely

applicable (such as the use of Gd3+-labeling of biomolecules), to offering a unique

instrument which is unlikely to be duplicated (in the FELEPR). However, in

all cases, the development of theory, instrumentation and technique provide new

concepts and background for novel applications and the development of other

spectrometers operating at higher frequencies that may be made available widely.

Additionally, as new high-field spectrometers are developed, the FELEPR can be

expanded to operate at still higher frequencies as the FELs output high powers up

to THz frequencies. The extension of technology and methodology to high fields,

which can be leveraged in biology and presents important steps towards EPR’s

continued emergence, of which this dissertation is only part.
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1.1 Fundamentals of Electron Paramagnetic

Resonance

EPR and NMR emerge fundamentally from the existence of spin in nature.

This rather “funny” property, an intrinsic angular momentum carried by some

particles, has no true classical analogue, but its existence, which was only un-

derstood within the last century, is critical to our understanding of the physical

world. EPR and NMR can then be understood fully only within the confines of

quantum mechanics, though classical descriptions are possible for a phenomeno-

logical explanation these experiments emerge from a quantum mechanical world.

In fact, more than simply an example of a system where the mathematics and

formalism of quantum mechanics is necessary, magnetic resonance (generically

describing EPR and NMR) often provides elegant and simple demonstration of

the most basic quantum mechanical behavior.

The mathematical description of EPR and NMR are largely identical (though

sufficient differences exist to render them different fields) and many large tomes

have been written covering the fields of magnetic resonance. The goal of this

introduction is only to provide a sufficient background for the reader in addressing

the work of the dissertation. For the more interested reader, books about NMR

by Abragam15, Schlicter16, and Callaghan17 are broadly informative, while the

EPR book by Weil18 provides a good background, with Poole19 providing a good
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technical overview and Schweiger20 supplying a modern perspective focused on

pulsed EPR.

We start with the fact that electrons, like protons carry inherent angular mo-

ment, called spin: a single electron, acts like its own magnetic dipole. While in

principle the total angular momentum for an electron then depends both on its

spin and its orbital angular momentum, the orbital angular momentum tends to

be quite small for the systems studied here, and so the systems tend to be well

described as (nearly) free electrons. Systems with higher spins than S=1
2

can be

interrogated by EPR (and are important in this dissertation), an understanding of

the S=1
2

system provides a sufficient background to address higher spin systems.

The spin of an S=1
2

system (for instance, a lone electron), can be completely

described by a linear combination of two basis states. While principle a wide

variety of states span the vector space for a single spin, for EPR we choose the

energy eigenstates of the system in an applied, static magnetic field (i.e. under

the Zeeman interaction).21 That is, we choose the states such that

H|a〉 =
geµβ
~

B0SZ |a〉 = γeB0SZ |a〉 = Eα|a〉 (1.1)

Here B0 is the applied field which is, without loss of generality taken along

the ẑ direction , ~ is the reduced Planck’s constant, SZ is the spin operator along

ẑ, ge ≈ 2.002 is the electron factor, µβ is the Bohr magneton, γe is the electron

gyromagnetic ratio, and |a〉 is a generic state. Our eigenstates are then simply
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|SZ ; 1
2
〉 = |1

2
〉 and |SZ ;−1

2
〉 = |− 1

2
〉, which is the notation used here to describe the

eigenstates of SZ , which correspond to the spin aligned with, and aligned against

the magnetic field (spin-up and spin-down respectively). Note SZ acts so that

SZ |
1

2
〉 =

~
2
|1
2
〉 and SZ | −

1

2
〉 = −~

2
|1
2
〉 (1.2)

The Zeeman interaction is of critical importance as it is almost always the

dominant energy and EPR experiment due to the strong applied field. Other

effects can then be represented as perturbations on the eigenstates of the Zeeman

interaction. The energy difference that is observed between the spin states in the

presence of a magnetic field (the Zeeman Splitting) is ∆E = E 1
2
−E− 1

2
= geµβB0.

This means that for electrons anti-alignment (i.e. | − 1
2
〉) is the energetically

preferred state; this energy difference forms the basis of EPR.

1.1.1 Continuous Wave Magnetic Resonance

The simplest magnetic resonance experiment is based on the absorption of

electromagnetic radiation by a spin system. The photons of frequency ν carry

energy Ephoton = ~2πν = ~ω. If the energy of the photons matches the energy

separation of the |1
2
〉 and | − 1

2
〉 states, then the photon can be absorbed and the

spin state will “flip”. That is, when on resonance

~ω = geµβB0 (1.3)
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Band

Name

Magnetic

Field (T)

Spectrometer

Frequency for

g =2 (GHz)

S 0.11 3

X 0.34 9.5

Q 1.25 35

W 3.4 95

D 5.0 140

Table 1.1: Common Spectrometer Fields and Frequencies. List of com-
mon EPR spectrometer frequencies and the associated name of the Band.

we induce transitions between |1
2
〉 and | − 1

2
〉 states. The resonance frequency

scales linearly with the applied field (with small shifts due to small changes in

ge), and Table 1.1 shows common spectrometer frequencies. The strength of the

irradiating magnetic field (B1) is small compared to the strong applied field (B0),

and so this problem can be addressed using time-dependent perturbation theory.

The interested reader can consult a text book on quantum mechanics (for instance

Sakurai21) for the precise working of the time-dependent, oscillating classical field.

The full quantum mechanical approach is in agreement with the physical picture

above; transitions are induced between the states when the irradiation is on res-

onance. Of importance is that both |1
2
〉 → | − 1

2
〉 and | − 1

2
〉 → |1

2
〉 transitions are
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induced (emission and absorption). However, the rates of these are determined

by the populations of the two states. That is

PAbsorption

PEmission

=
N| 1

2
〉

N|− 1
2
〉

(1.4)

where PAbsorption is the probability of absorption (|− 1
2
〉 → |1

2
〉), PEmission is the

probability of emission (|1
2
〉 → | − 1

2
〉), N| 1

2
〉 is the number of spin-up spins and

N|− 1
2
〉 is the number of spin-down spins. Thus, in principle, if the populations

of the spin-up and spin-down state are equal, no net absorption (or emission)

occurs. In an applied field, the Zeeman interaction forces the energetic preference

of the lower energy, state | − 1
2
〉, and so we have a net absorption of the radiation.

This absorption can be measured experimentally by monitoring the transmission

through a paramagnetic sample. Far off resonance, no absorption from spins will

occur, but when the resonance condition is achieved, the sample will absorb. In

practice, it is far easier experimentally to fix the irradiation frequency and change

the magnetic field so that the energy splitting matches the irradiation frequency,

while slightly modulating the magnetic field to acquire a derivative spectrum with

lock-in detection.19 This is a typical continuous wave (cw) EPR experiment. Cw

EPR remains a common spectroscopic tool though pulsed EPR has emerged as a

more powerful technique.

The spin states will obey Boltzmann statistics, so that
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N|− 1
2
〉

N| 1
2
〉

= exp(
∆E

kT
) = exp(

geµβB0

kT
) (1.5)

where k is Boltzmann’s constant, and T is the temperature. By decreasing

temperature, we can increase the number of | − 1
2
〉 spins and therefore, increase

net absorption. As we measure the amount of absorption, EPR signal strength

increases as the temperature is lowered for an S= 1
2

sample. Generally, the popula-

tions of the two energy levels are not substantially different in EPR. For instance,

at B0=0.35 T (X-Band) and at room temperature (T=300 K),
N|− 1

2 〉

N| 12 〉
= .998, and

even at T=100 K
N|− 1

2 〉

N| 12 〉
= .892. However, the combination of high magnetic fields

and low temperatures can generate nearly completely polarization, where >99 %

of the spins are in the | − 1
2
〉 state.

An important question therefore becomes, what does the cw EPR signal tell

us? At first glance, it appears to be a rather unexciting experiment, which pro-

vides the location of the resonance ~ω = geµβB0, but does not seem to provide

substantial information: ~, and µβ are physical constants that are known to ex-

treme precision, B0 can be measured to high accuracy in other ways, and ge for a

free electron is also known to high precision. However, for a real system electrons

exist in an orbital, so the electron g-value is no longer fixed to the free electron

value ge due to the (usually small) components of orbital angular momentum that

are not completely quenched.22 In fact, in general the g-value depends on the
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degree of spin-orbit coupling, and the orientation of the orbitals with respect to

the magnetic field (i.e. g(θ, φ)).

Additionally, our current description of the spin Hamiltonian does not in-

clude any other interactions between the spins and their environment, besides the

applied magnetic field. In reality, a multitude of interactions are present. For in-

stance, many nuclear species also have spin (i.e. 1H, 13C, and 15N are S= 1
2
, while

2H and 14N are S= 1), and the dipole moments of the nuclear spins can interact

with the electrons through hyperfine interaction (HHF). Alternatively, when the

paramagnetic species are in proximity to one another (or to another paramagnetic

species), they interact leading to spin-spin interaction (HSS). When multiple spins

are strongly coupled, effects can be seen from the Zero Field Splitting (HZFS),

which makes the energy states no longer degenerate at B0 = 0

Therefore, with the Zeeman term of the Hamiltonian (HZ), we can write

H = HZ +HHF +HSS +HZFS (1.6)

where the HZFS only contributes if the system has spin S > 1
2

(a high-spin

system). Because the Zeeman term still dominates, the eigenstates of SZ (namely

|1
2
〉 and | − 1

2
〉) are still “good” basis kets to describe the system and we can

look at the perturbations caused by the other terms (as well as the effect of the

orientation-dependent g-values) as simply shifting the energy of the spins. Because

each spin experiences a slightly different environment (contributing, potentially,

a different g-value, a different coupling to nuclei and a different coupling to other
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spins), the EPR transition becomes “smeared” by these other terms. As a result,

the shape and location of the resonances are embedded in the EPR spectrum, and

the spectrum therefore encodes critical information about the local environment

surrounding the paramagnetic centers. The term “local” depends on the species

and interactions in questions, but can extend from Å-scale to 10 nm.

In order to understand the EPR spectrum, we will consider the major con-

tributors to the EPR Hamiltonian below. Here the focus will be on the relevant

parameters for studies of biological systems. However, we first introduce the tech-

nique of pulsed EPR and discuss its advantages over cw EPR.

1.1.2 Pulsed EPR

Thus far we have considered the EPR spectrum in the frequency/field domain,

as measured by continuous wave EPR. An alternative approach in magnetic reso-

nance is to carry out measurements in the time domain. This is done by applying

pulses to excite the spin system, and observing the resulting oscillating emission

from the magnetic dipoles. A major advance in NMR spectroscopy came with

the development of pulsed NMR, as it allows the entire spectrum to be measured

at once by measuring in the time domain, rather than measuring each frequency

component separately by sweeping through the resonance. Pulsed NMR offers

improved sensitivity and rapidly reduces measurement time, but also allows com-

binations of pulses to isolate specific parts of the spin Hamiltonian or directly
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measure the relaxation of the spin systems. Pulsed NMR has almost entirely

replaced cw NMR as a result of the dramatically improved performance and ca-

pabilities. Pulsed EPR offers many of the same advantages over cw EPR, but

both techniques remain in use as a result of the difficulty of fully exciting the

entire EPR spectrum (due to its broadness).

Simple time dependent perturbation theory for a two level system (such as

the S= 1
2

spins) shows that a harmonic potential, tuned to the energy difference

between the two states, induces a time-dependent change in the spin state. As-

suming that we begin in the | − 1
2
〉 state, this emerges as a rotation of the spin

state of the system by the pulse given by

|afinal〉 = cos(β)| − 1

2
〉+ exp(ıφ)(1− cos(β))|1

2
〉 (1.7)

where β is the tip angle and φ is the phase of the applied pulse. The tip angle

is determined by the strength of the B1 and the length (tp) of the pulse (which in

EPR is usually rectangular) by β = γeB1tp.
23 We can represent this on a Bloch

sphere by considering the north and south poles of the sphere as representing

|1
2
〉 and | − 1

2
〉 states respectively, the other parts of the surface of the sphere

represent the full ket space of the system, composed of the arbitrary (complex)

linear combinations of |1
2
〉 and | − 1

2
〉. Then pulses act to rotate the spins about

the Bloch sphere: β determines how far from the z-axis the spins are tipped, and

φ determines the orientation in the transverse plane. While this description is for
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a single spin, the system is a large ensemble of spins, all in different spin states

(with only a net preference for the | − 1
2
〉 state in thermal equilibrium). However,

it is possible to describe the entire ensemble of spins by the net magnetization of

the system, and simply examine rotations of this magnetization vector.

In equilibrium, the ensemble of spins is “silent”; though individual spins are

constantly reorienting, flipping, and precessing, the sum of these is extremely

small. When the net magnetization is no longer anti-parallel to the field axis, a

torque is placed on the spins by the large applied field and they begin to precess.

This Larmor precession occurs at a frequency that is identical to the resonance

frequency (and therefore is determined by the applied magnetic field). The pre-

cession of magnetic dipoles in the field generates emission of radiation at the

precession frequency, which is then detected. Because the emitted radiation can

be measured phase-sensitively, this allows the characterization of MX and MY ,

corresponding to the magnetization in the x- and y- directions, respectively. The

strength of the emission is controlled by the transverse component of the magne-

tization, so that when the magnetization is fully in the x/y-plane we get a signal

maximum, and an absence of signal when the magnetization is parallel or anti-

parallel to the magnetic field. The signal measured as a function of time is called

the “Free Induction Decay” (FID), and is damped as a result of the distribution of

resonance frequencies in the sample—this corresponds physically to all the spins

decohering from one-another as they precess. This distribution corresponds to the
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lineshape of the spectrum and Fourier Transform (FT) of the time domain signal

will yield the same spectrum as observed with cw EPR.

We immediately see the potential power of pulsed EPR, as it allows us to

apply a pulse, and measure a decaying signal, and through FT recover the entire

spectrum! As these experiments can be carried out with a repetition rate of

kHz (and even higher depending on relaxation times), this allows a immense

improvement in data collection rate. However, if the distribution of resonance

frequencies exceeds the bandwidth of the pulse (due to the pulse being too long),

then only a portion of the spectrum is excited. In this case, the pulse does not

cover the entire spectrum and the FID only contains spins within the excitation

bandwidth and the rest are filtered. This occurs commonly in EPR (where broad

lines dominate), and can diminish the advantage of pulsed EPR.

Beyond the potential improvements to data collection, pulsed magnetic reso-

nance is powerful because of its ability explicitly measure the relaxation times of

the spins in the system. For EPR in particular, the inhomogeneously broadened

lines obscure any information about the relaxation times of the individual spins.

However, in practice each spin has two relevant relaxation times: T1 and T2, which

control relaxation of the spins back to equilibrium.

The spin-lattice relaxation time, T1, controls the spin’s return to thermal equi-

librium, where spin populations are given by a Boltzmann distribution, which

involves a net change in energy of the system. It can be measured with a two
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pulse experiment called “inversion recovery” (though there are several other vari-

eties).17,20 The first pulse has a tip angle of π, which inverts the magnetization,

and generates no signal. A second π
2

pulse follows which tips the magnetization

back into the plane in the -x direction, which can be measured. However, if the two

pulses are separated in time, T1 relaxation drives the magnetization back towards

equilibrium, resulting in final magnetization changing from -x to +x. Thus the

measured change in the x-magnetization from negative to positive as a function

of the inter-pulse spacing characterizes the T1 time. An alternative, but similar

method called “saturation recovery” replaces the inversion pulse with a saturation

pulse, so that initial signal starts from 0.17,20

The spin-spin relaxation time, T2, characterizes the time for which spins pre-

cessing in the plane may stay coherent assuming they have the same central res-

onance frequency. That is, this relaxation process neglects effects from inhomo-

geneous broadening, which acts as a constant shift in spins’ resonance frequency.

This can also be measured in a two pulse experiment called a “spin echo”, where

a π
2

pulse is applied to excite the spins into the x/y-plane.24 The spins are then

allowed to decohere (and the resulting FID damps to zero), at which point a π

pulse inverts the spins in the plane, and results in the spins recohering, which

recovers the FID (now called an echo) at a time after the second pulse equal to

the pulse separation. The echo works by eliminating the different static preces-

sion frequencies exhibited by spins in the inhomogeneously broadened spectrum.
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However, it does not eliminate the random perturbations that cause a spin’s fre-

quency to shift dynamically during the experiment. Therefore, not all the spins

are refocused into the echo, as those which are disrupted during the echo do not

properly refocus. Therefore, as the pulse spacing is extended the echo signal is

reduced toward zero at a rate determined by the spin-spin relaxation time T2. In

EPR we typically do not discuss T2, but rather TM , the “phase memory time”; as

we are incapable of exciting the entire EPR spectrum, we are only able to measure

a portion of the spectrum at time, and so can not determine a “true” T2. It is

worth noting that the spin echo is an incredibly robust experiment, and that even

in the absence of perfectly set pulse lengths an echo is formed (though it is not

optimal).

In addition to offering the capability to quantify the relaxation times directly,

pulsed magnetic resonance offers exceptional versatility. For instance, pulses at

different frequencies are possible to excite different populations and spin states.

This allows probing of interactions between different spin populations. When

the frequency and phase can be precisely controlled the nature of interactions

can be interrogated to isolate only particular kinds of interactions. NMR makes

extensive use of complex pulse sequences with many different frequencies (2, 3,

and 4 frequencies in NMR) to untangle the complex web of nuclear couplings.

Doing so allows them to assign resonances to specific residues and to determine

3D structures of proteins and biomacromolecules. Currently the same degree of
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sophistication is not present in pulsed EPR spectroscopy, but multi-frequency

work has now become common, and phase cycling is standard to help suppress

artifacts.

1.1.3 Major Components of the Spin Hamiltonian

Zeeman Term and g-Anisotropy

In calculating the Zeeman term we note that, because the electron exists

in a non-symmetric orbital, the g-value depends on the relative orientation of

the molecule with respect to the external field. Therefore HZ =
µβ
~
~B0ḡ~S =

µβ
~ g(θ, φ)SZB0 where ~S is the spin operator vector, θ angle between the molecular

z-axis and the laboratory z-axis, while φ defines the orientation of the projection

of the laboratory z-axis on the x/y plane of the molecular coordinates. Here we

utilize the principle axes of the g-tensor (ḡ) to simplify the expression. Straight-

forward applications of Euler rotations show that20

g(θ, φ) =
√
g2
xx sin(θ)2 cos(φ)2 + g2

yy sin(θ)2 sin(φ)2 + g2
zz cos(θ)2 (1.8)

where gxx, gyy, and gzz are the principle values of the g tensor (typically called

the g-values). These g-values can contain important information about the struc-

ture and shapes of the orbitals the electron resides in. However, typically the

g-values are largely determined by the structure of the probe molecule (when one
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is used), and so only subtle (though detectable) changes emerge due to the local

chemical environment when studying spin-labeled biological systems.

Hyperfine Coupling

The Hyperfine interaction results from the interaction of the nuclei with the

electron, and can be written

HHF =
∑
k

~S · Āk · ~Ik (1.9)

where ~Ik is the spin operator vector for kth nucleus, and Āk is the hyperfine

coupling tensor for the kth nucleus. The hyperfine interaction can be broken into

two components to describe the interaction between an electron and a nucleus.

HHF = HDDHF+HIHF , whereHDDHF is the through-space dipole-dipole interaction and

HIHF is the isotropic, contact interaction. The through-space interaction emerges

because the nuclear spin is itself a dipole which interacts with the paramagnetic

species by generating a weak magnetic field.

The through-space interaction between two, generic magnetic dipoles (not lim-

ited to a nuclear-electron interaction) is given by15

HD〉√ola∇ =
µ0

4π

1

r3
µ1µ2[~S1

~S2 −
3

r3
(~S1 · ~r)(~S2 · ~r)] (1.10)
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where ~r is the interspin vector, µ1 = ~γ1 and µ2 = ~γ2 are the magnetic

moments of the two spins, and ~S1 and ~S2 are the spin operator vectors for the two

spins.

The angular dependence of the dot products ~S1 ·~r and ~S1 ·~r can be eliminated

by integrating over the spatial electron distribution (assuming a fixed nuclear

center) and then the hyperfine interaction can be written as20

HDDHF = ~S · T̄ · ~I (1.11)

with

Tij =
µ0

4π

1

r3
µ1µ2(〈ψ0|

3rirj − δij
r2

|ψo〉) (1.12)

where r1, r2, r3 are the directions x, y, and z, and |ψ0〉 is the ground state

wavefunction of the electron.

As opposed to the dipolar interaction, the contact interaction emerges from

orbital overlap between the nuclear spin and the electron spin. For instance,

an s-orbital, which is spherical, does not vanish at the nucleus, and thus the

wavefunctions affect one another. The isotropic component of the Hamiltonian

can be written

HIHZ = aisok
~S · ~Ik (1.13)
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where aiso = 2
3
µ0

~ (geµβ)(~γn)|ψ0(o)|2, where ψ0(0) is the spin density at the

nucleus. Electrons in orbitals other than s (which is the only orbital with a non-

vanishing contribution at the origin) can result in isotropic hyperfine interactions

through polarization of the s-orbital or through hybridization with s-orbitals25

Hyperfine interactions can be probed with both pulsed and cw EPR (and other

double resonance techniques), and allow identification of the local environment of

the probe to be investigated; for instance, identifying the degree pH of the solvent

nearby,26 or observing coupling to particular nuclear spins.

Spin-Spin Interactions

We consider situations where two spin are close enough to one another to

interact. The interaction Hamiltonian can be divided into two components.

HSS = Hex +Hdd (1.14)

where Hex is the exchange interaction, and Hdd is the dipole-dipole coupling be-

tween the spins.

Exchange interactions emerge because of orbital overlap between the two elec-

tron spins. When this occurs, the indistinguishable electron spins are able to

exchange. As a result of the requirements of symmetry under exchange, an en-

ergy difference emerges between the spin triplet states and the singlet states. This

emerges only as a result of symmetry considerations, and not as the result of a
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spin dependent component of the Hamiltonian.27 Exchange interactions can gen-

erally be neglected for situations where the electron spins are localized far apart

from one another in solid samples. What constitutes sufficiently far apart depends

on the paramagnetic species and its orbital configuration, but for a typical S=1
2

system . Alternatively, for liquids the exchange interactions emerge largely from

situations where electrons collide and are in close proximity for a short length of

time, and so depend on concentration and the rate of collisions.28

Generally more relevant to the work discussed in this dissertation are the

dipole-dipole interactions between electron spins. Indeed, the distance dependence

of this interactions forms the basis for a wide variety of applications of EPR to

biology, as it allows determination of interspin distance, which can be used to

determine structure. The dipole-dipole interactions for electron spins is essentially

identical to the dipole-dipole coupling component of the hyperfine interaction in

Eq. 1.10. Only, instead of describing the coupling between electrons and nuclei, we

investigate the coupling between two electrons. We can expand the equation in Eq.

1.10 by writing out the dipolar interaction as a sum of a series of contributions15
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where θ is the angle between the static field B0 and the interspin vector. Ad-

ditionally, S+ and S− are raising and lowering operators, which raise and lower

the angular moment of a spin state by 1. They are defined by S+ = SX + ıSY and

S− = SX − ıSY .21 We have also assumed that µ1 = µ2 = µ as we are generally

considering two interacting electrons (which will have identical, or nearly identi-

cal, magnetic moments). Looking at this expression for the dipolar interaction,

we recognize that, terms C, D, E, and F include flipping spins (through the raising

and lowering operators S1
+ etc) and therefore are not energy conserving interac-

tions. Therefore, these terms will be small compared to the energy conserving

terms in the Hamiltonian. A is always energy conserving (it does not change the

spin states of the electrons), whereas B can be energy conserving, if the flip-flop

interaction occurs between two spins with identical transition energies (in this
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case, the energetic cost of flipping a | − 1
2
〉 to |1

2
〉 is paid by flopping another spin

|1
2
〉 to | − 1

2
〉. However, typically in EPR the inhomogeneous broadening (due to

g-value and hyperfine anisotropies) spread the resonances so that B is not en-

ergy conserving. Thus, we typically take the secular approximation, which only

preserves the energetically neutral term (A), so that

Hsecular
dd =

µ0

4π

1

r3
µ2(1− 3 cos(θ)2)S1

ZS
2
Z (1.16)

while term B is referred to as the “pseudo-secular” part of the dipolar inter-

action. Typically it will be neglected, but becomes relevant in some situations

discussed below.

Zero Field Splitting

In the case that multiple electrons are strongly coupled together, they can

be represented as a high-spin system, where S > 1
2
.21 This generally occurs in

situations where multiple unpaired electrons exist in proximal orbitals. In high-

spin systems the strong interaction of the electrons eliminates the degeneracy of

the energy level at zero field. This emerges as a so-called “zero field splitting”

that can be expressed as

HZFS = ~S · D̄ · ~S (1.17)
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where D̄ is the traceless zero-field interaction tensor.20,29 The zero field split-

ting as most paramagnetic probes used to probe biological systems are S= 1
2
, and

so the ZFS does not contribute. However, the work in this thesis includes exten-

sive use of high-spin Gd3+, whose zero field splitting, while small relative to the

applied field, plays an important role in determining the spectrum. More details

about the specific properties of Gd3+ can be found in Sections 2.4 and 3.2.

Neglected Terms

Above we have neglected to discuss explicitly terms associated with the nu-

clear energy states (excepting the hyperfine interaction, where the nuclear spin

directly effects the electron spin). Specifically, there is no mention of the nuclear

Zeeman interaction (which gives rise to NMR), nor the Nuclear Quadrupole inter-

action (where the nuclear spins states interact with gradients of the electrostatic

field15,20). The reason for the omission is their small effect compared to the elec-

tron spin terms. Although using techniques where nuclear frequencies are probed

by EPR, these effects can be seen29 they are generally negligible in EPR, and

do not play a major role in the studies here. Notice this is not to say that nu-

clear spins are not relevant in EPR; indeed, they play a critical role in relaxation

of electron spins. It is rather to say that the nuclear Zeeman and quadrupolar

energies are sufficiently small not to shift the spectral features.
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1.2 EPR Distance Measurements in Biological

Systems

Electron Paramagnetic Resonance offers a powerful capability to probe struc-

ture and dynamics in biological systems that resist other techniques.30 Although

some biological systems contain inherent paramagnetic ions in, for instance, metal

binding sites, we are not limited to this class of protein thanks to the availability of

commercial, stable free radicals which have been functionalized to site-specifically

bind to a biological system. The prototypical class of these labels belong to the

nitroxide family. As an example consider the most common free radical used by

to label proteins for EPR studies, the MTSL ((S-(2,2,5,5-tetramethyl-2,5-dihydro-

1H-pyrrol-3-yl)methyl methanesulfonothioate)) radical,31 shown in Fig. 1.1. It is

a stable nitroxide molecule with a single, unpaired electron localized between the

nitrogen and oxygen atoms. It is regularly used to label cysteine residues by form-

ing a disulfide bond between the thiol-groups of the cysteine and the MTSL. When

combined with site-directed mutagenesis32 to modify the amino acid sequence of

a protein, and place a cysteine at specific location in the protein, the technique

is commonly called Site-Directed Spin Labeling.33,34 Because using standard bio-

chemistry tools one can usually introduce a paramagnetic probe into a biomolecule

in rather arbitrary locations (while labeling can be disruptive, it is not uncom-

mon that many protein residues can be labeled without substantially modifying
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Figure 1.1: MTSL Spin Label. MTSL31 is a standard, stable radical molecule
that has been functionalized so allow easy labeling of the cysteine residue of
a protein. As is shown here, the MTSL forms a disulfide bond with the thiol
group of the cysteine residue. Combined with (careful) application of site-directed
mutagenesis this allows this stable paramagnetic molecule to be specifically placed
at a chosen location within a protein. Similar labeling schemes exist for other kinds
of biomacromolecules, which is a fundamental basis for the power of EPR as a
site specific probe of local environment and structure in biological samples.

the biomacromolecule’s structure or function), this allows targeted investigation

of the local environment of parts of proteins, biopolymers, peptides, DNA, and

other important biological systems.31,35–37 While a wide variety of structural and

dynamics information are therefore accessible in a site-specific fashion, one of the

most important applications of EPR is for distance measurement between spins

labels, which is what will be a focus of this dissertation.

The combined ability to both introduce spin labels with residue-specific con-

trol, and to measure the distance between the spin labels opens the door to deter-

mine sparse, targeted structural information. In particular, two kinds of distance

measurements are usually undertaken in biology. The first probes intramolecular

distances, meaning that the two spin labels are introduced onto a single biomacro-
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molecule (for instance a protein), and then the distance measured corresponds to

the distance between these two parts of the protein. These techniques have proven

useful in allowing targeted investigations of structure for cases where more global

structural techniques (such as x-ray crystallography or NMR structural deter-

mination) fail to resolve the structure.30,38,39 This is in particularly helpful for

proteins that resist crystallization and proteins which are too large to be studied

with NMR. Further, EPR has emerged as an important technique to study mem-

brane proteins, which are only functional when embedded in a lipid membrane, or

detergent micelles.40 In these cases, the increased complexity of the environment

complicates other measurements. However, due to its targeted nature EPR studies

are often able to address specific questions of structure. Further, these measure-

ments can address functional conformational changes by monitoring changes in

specifics distances during following activation.39,41

Alternatively, EPR can be used to probe intermolecular distances, where the

organization of many biological molecules can be monitored by, for instance, la-

beling two proteins that are believed to interact with one another. It is in this

realm, which includes studies of oligomerization (where multiple proteins interact

to form a larger structure) that EPR can sometimes be most powerful as these

large structures are substantially difficult to crystallize, and are generally too

large for NMR structural determination.42. Other work in this field has examined

oligomerization of membrane proteins.41
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While the details of the spin-labeling process may differ between the desired

system and whether intermolecular, or intramolecular distances are probed, the

EPR techniques remain the same. We will discuss the two most commonly used

techniques for distance measurement: cw-lineshape analysis and Double Electron

Electron Resonance (DEER). As discussed in Section 1.1, the interaction of elec-

tron spins can be described by the combination of a dipolar (through-space) effect,

and an exchange interaction. While both reveal information about the spins sys-

tem, we will here largely neglect the exchange interaction. It is generally the

case that for S=1
2

spin label systems in frozen environments, the exchange inter-

action can be neglected for distances below ∼0.8 nm.43 As the strength of EPR

is typically seen to be its ability to investigate long distances (>1 nm), it often

(though by no means always) has a small or negligible effect for EPR distance

measurements. It is worth adding the caveat that these distance limits, while

generally valid, hold strictly for a through-space, or through-solvent exchange in-

teraction (that is, when the spins exist on different molecules and are approaching

each other). Through-bond exchange interactions, where the electron-electron ex-

change effect can be relevant even if though the spins are >1 nm apart, emerge

in ruler like molecules, with varying degrees of exchange depending on the details

of the molecular structure.44 Thus, regardless of the details of the sample, the

spin label or the technique, at its heart the majority of EPR distance measure-
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ment (and all those discussed here) rely on probing interspin distances through

the dipolar interaction.

1.2.1 cw-lineshape Analysis

The dipole interaction of neighboring spins can be observed in several different

ways. The simplest experimentally is through the lineshape effect that occurs as a

result of the dipolar interaction between spins. We can consider a single spin (spin

1), which yields a single resonance line (infinitely narrow in this approximation)

at ω0. If we introduce a second spin (spin 2) some distance away, we can then see

that this spin will generate a local magnetic field at spin 1, which will depend on

the spin state of spin 2. If spin 2 is |1
2
〉, then its magnetic field will add to that of

the applied field, thus increasing ω0. Alternatively, if spin 2 is | − 1
2
〉, then ω0 will

be decreased. These changes in lineshape allow us to investigate structure as the

strength of the field from spin 2 will depend on the separation of the two spins,

as well as the relative orientation of the interspin vector.

An explicit calculation of the lineshape resulting from dipolar broadening of

pairwise interacting spins was first carried out by Pake45 in examining coupling

between nuclear spins, which we follow here. From Eq. 1.15, we immediately dis-

miss contributions from terms C-F as they are not energy conserving. In following

Pake’s work, we will keep the pseudo-secular term (B), and arrive at the result

that
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Bdipolar = Boriginal ±
3

4

µ0µ

4π

(3 cos(θ)2 − 1)

r3
(1.18)

where Bdipolar is the location of the resonance with the dipolar interaction,

while Boriginal is the original resonance location. Thus, for a particular distance

and orientation of the spins, we expect to observe two lines “split” from the original

resonance. However, for a spin-labeled protein, the orientation of the interspin

vector is randomly distributed in space, which gives rise to a variety of splittings,

with a particular distribution called a Pake pattern. Its functional form is45

P (r, B) ∝


(B
α

+ 1)−
1
2 −α ≤ B ≤ 2α

(−B
α

+ 1)−
1
2 −2α ≤ B ≤ α

(1.19)

where α = 3
4
µ0

4π
1
r3µ2. In this expression, we have assumed that the |1

2
〉 and

| − 1
2
〉 states are equally populated. For an S= 1

2
spin at X-Band, this is a good

approximation down to low temperatures, but begins to break down at higher

magnetic field. For a single unpaired electron, α = 1.39
r3 mT nm3, and Fig. 1.2

shows a typical Pake pattern, with its distinctive shape, which includes large

peaks at ±α. It is worth emphasizing that, as α ∝ 1
r3 , the width of the entire

Pake pattern increases rapidly as the interspin distance is reduced.

The approach of Pake45 is carried out generally for two spins, but is partic-

ularly applied to protons. For protons, the inclusion of the pseudo-secular term

is generally justified, as the resonance frequency in protons is degenerate when

in the same chemical environment. However, for the case of electron spins, the
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Figure 1.2: S= 1
2

Pake Pattern. The Pake pattern describes the dipolar broad-
ening of an infinitely narrow resonance due to the present of neighboring spins of
a fixed interspin distance. The shape emerges due to the weightings imposed by
having an isotropic distribution of orientations of the interspin vector. When com-
bined with a known distance distribution, the Pake pattern allows determination
of the full broadening pattern in a system.

inclusion of the pseudo-secular term in the calculation is not always appropriate.

For nitroxide based labels, the inhomogeneous broadening that emerges from ori-

entation dependence of the g- and A-values, means that two neighboring spins are

(often) not degenerate. In particular, previous work has distinguished between

strong and weak dipolar coupling regimes,44,46 determined by the extent of the

EPR spectrum relative to the dipolar interaction. In cases where the unbroadened

linewidth is much smaller than the dipolar interaction, the EPR transitions are

nearly degenerate, and the strongly broadened Pake pattern (above) should be

used. Alternatively, when the nitroxide spectrum is substantially broader than

the dipolar interaction, the Pake broadening maintains the same form, but nar-
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rows slightly. Thus, for these weakly coupled cases we can still utilize Eq. 1.19,

with the exception that we replace α with αweak = 1
2
µ0

4π
1
r3µ = 0.93

r3 mT nm3. That

is, the splitting is reduced by a factor of 2
3

as a result of neglecting the pseudo-

secular terms.44 In nitroxides measured at X-Band, strong coupling is dominant

for interspin distances below ∼0.7 nm, while fully weak-coupling emerges above

∼1.5 nm, with a region of intermediate coupling in between.46 In this intermediate

region, where neither strong of weak coupling is complete, there is some error in

these calculations.44

The Pake patterns above describe the interactions between a single pair of

spins, and hence characterizes the dipolar broadening at a single interspin dis-

tance, for an infinitely narrow line. In practice, of course, EPR lineshapes are

substantially inhomogeneously broadened, and a single, fixed distance is rarely

observed in real biological systems (if for no other reason than the linker for the

paramagnetic probe can often form different conformations). Thus a Pake pattern,

where one could simply read-off a distance from the splitting, is not observed and

more involved technique is necessary to measure distances from the EPR spec-

trum. In particular, Steinhoff et al.,43 and Rabenstein and Shin47 have developed

a technique based on the idea that the spectrum in the presence of dipolar broad-

ening can be represented by the a convolution of the unbroadened lineshape with

the broadening function. The unbroadened (often called “intrinsic”) spectrum
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then encodes all the information of the inhomogeneous line broadening that is

already part of the system. Thus, we can write

Sbroad =

∫
Sintr(B)D(B −B∗)dB∗ (1.20)

where D(B) is the dipolar broadening pattern, Sbroad is the broadened spec-

trum, and Sintr is the intrinsic spectrum. In the case of a single, fixed interspin

distance the broadening function would simply be the Pake pattern, however, a

more general broadening pattern can be generated if the distance distribution is

known:

D(B) =

∫ ∞
0

W (r)P (r, B)dr (1.21)

where W (r) is the distribution of distances.

Thus, experimentally, it is possible to determine the distance between two

spins using two measurements: a measurement of the EPR spectrum where the

spins are coupled, and a measurement where they are not. A typical approach

for studying a particular protein structure (for instance, asking how far apart two

protein residues are in a particular conformation) would be to generate 3 samples.

In the first, both residues are labeled with a paramagnetic species (through SDSL),

and this spectrum represents Sbroad. A second pair of measurements are made

on the pair of singly-labeled protein (that is, the protein with only one of the

residues labeled); these two measurements are then averaged to determine Sintr.
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Figure 1.3: cw Distance Measurement using Nitroxides. A: A concentra-
tion series shows increasing dipolar broadening of the 10 GHz, cw EPR spectra
of nitroxide radicals. B: By fitting to the parameters of a Gaussian distance
distribution, we are able to extract the average interspin distance (and width)
from the spectra. Here they are plotted against the “known” distances from the
concentration and show reasonable agreement.

The process of then using this information to extract a distance distribution can

follow several possible paths, but the most generally successful is then to use Eq.

1.20 to fit Sbroad using a parametrized model of the distance distribution (the

most common is of a Gaussian, or multi-Gaussian distance distribution). While

the assumption of a particular model is a practical limitation of the approach (we

will see below that Double-Electron-Electron Resonance can allow a model free

measurement of the distance distribution), it is often sufficient for applications

(as it gives both an average distance, and some understanding of how broadly

distributed the range of distances is).

Consider, as an example, the case of a concentration series of nitroxides, where

increasing concentration is used to tune the average interspin distance. The sam-
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ples used were 4-Amino TEMPO, which are nearly identical to the nitroxide spin

label MTSL, but are soluble to high concentrations. Fig. 1.3A shows the 10

GHz, cw EPR (derivative mode) spectrum of the samples measured in a frozen

(water/glycerol) solution. These spectra are typical of the “powder pattern” of

a nitroxide, where the odd shape emerges from the interplay of the g- and A-

anisotropies. As concentration increases (corresponding to reducing the average

distances), the features of the spectra begin to change and broaden out. A fitting

program can be used to determine the best fit distance and distribution (assum-

ing a Gaussian shape), for each broadened spectrum. The resulting fit values

are compared to the “known” average interspin distance based on concentration

in Fig. 1.3B. The results are encouraging, and show generally good agreement.

The broadening becomes subtle below ∼2.0 nm but for shorter distances cw EPR

certainly is capable of distinguishing interspin distances in this distance range.

1.2.2 Double Electron-Electron Resonance

While cw EPR offers a powerful methodology to study interspin distances, it

requires the ability to resolve weak dipolar interactions on the otherwise broad-

ened lineshape, which limits applications to short distances. If we could utilize

a line of extreme narrowness, the distance range would be necessarily longer,

but the features on the nitroxide spectrum can not be narrowed. Pulsed EPR

measurements offer the potential to isolate only the dipolar interactions, by uti-
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lizing frequency resolved pulses. The most common approach for this is utilizing

two frequency excitation, which is known most commonly as Double Electron-

Electron Resonance (DEER, but also called Pulsed ELectron DOuble Resonance:

PELDOR). As discussed in a retrospective on the development of the DEER tech-

nique48, the original implementation of this technique evolved in the Soviet Union

by Milov et al.49,50 and utilized 3 pulses to directly measure the dipolar coupling

between spins. This enabled studies of distances51 and there was awareness that

this raised the potential of combining SDSL with DEER to measure biological

distances. However, the technique’s capabilities exploded with the “minor” tech-

nical improvement of adding another refocusing pulse.48 This four pulse DEER52

is now the standard applied in biology and finds applications in a wide variety of

systems including polymers44 biomacromolecules38,39, DNA53,54, and a wide vari-

ety of reviews of the technique are available20,55–59 Despite the widespread utility

(and the focus on it in this dissertation) of 4 pulse DEER, the technique is still

being developed. For instance, a 5 pulse DEER sequence has been introduced

which has been shown to yield dramatic improvements in sensitivity.60

DEER utilizes a pulse sequence as shown in Fig. 1.4A to modulate the dipolar

interaction between spins, which can be observed by measuring a refocused echo

on the observer frequency (ν1). The first two pulses are simply a π
2

and π spin echo

pair, which creates an echo (shown partially transparent, surrounded by dashed

lines) after 2τ1. This echo is not observed, but rather it is refocused again by
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Figure 1.4: Four Pulse DEER Sequence. A.The 4 pulse DEER sequence52

generates a refocused echo using 3 pulses (π
2
, π, π) at the observer frequency

(ν1), which is set far enough off the center of the spectrum so as not to overlap
with the pump pulse. The pump pulse is a π pulse that inverts a population of
spins at ν2 which is set on the maximum of the nitroxide spectrum. The pump
pulse flips the spins, which modifies the precession of the observed spins. As the
pulse is moved in time this modulates the intensity of the observed echo with a
frequency given by the dipolar coupling. B Typical locations of the observer and
pump frequencies (ν1 and ν2 respectively) on the nitroxide spectrum; the frequency
spectrum typically used is ∼65 MHz. C A simplified (illustrative) example of a
DEER oscillation assuming Eq. 1.22 shows that for single distance the frequency
can be read directly off the oscillations, or from the frequency domain (inset). In
more complex (and realistic) applications, more advanced processing (based on
Tikhonov regularization) can be used to extract a distance distribution from the
time domain data.
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the third observer pulse to generate the refocused echo after 2(τ2 + τ1) (this echo

is shown solid), and this echo is the DEER signal. Once the sequence is assem-

bled, appropriate delay times are chosen, and then this observer sequence is not

changed (except for cycling of the pulse phases to eliminate artifacts and spurious

echos). Thus employed, this sequence would give us no direct information about

the dipolar coupling between spins. Instead, another π pulse is applied, this time

at the pump frequency (ν2). The timing of this pump pulse is varied throughout

the time between the two refocusing pulses. This pump pulse inverts the spins

in the system suddenly, during or after the formation of the first (unmeasured)

echo. As shown in Fig. 1.4B, the pump pulse affects spins in a different part of

the nitroxide spectrum than the observer, and the excitation bandwidth is chosen

to avoid spectral overlap. This inversion still affects the measured echo through

the dipolar coupling between spins at ν2 and those at ν1. This coupling has a fre-

quency 2πνdd = ωdd(r) = µ0

4π
µ2

r3 (3 cos2(θ)− 1) so inverting the spins at ν2 changes

the resonance frequency of the observer spins by ωdd(r). If this pulse is applied

such that it overlaps with the center of the echo (at time 2τ1, which we call T=0),

then this does not affect the second echo amplitude (from 2τ1 to 2τ1 + 2τ2), as

the only result is that the spins precess at a slightly different frequency. However,

when the inversion pulse is moved away from the first echo, the location of the

pulse and ωdd(r) result in modulations of the resulting echo intensity.
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If we neglect the pump pulse, then between 2τ1 and 2τ1 + 2τ2, we expect each

spin (of resonance frequency ωi) to precess by (i.e. gain phase) (ωi + 1
2
ωdd(r))τ1.

However, following the observer refocusing pulse, each spin will precess −(ωi +

1
2
ωdd(r))τ1. Thus, the total phase is 0, and all the spins to recohere at once,

yielding maximum echo intensity. However, if we now introduce the inversion

pulse at T, we will have precession of: (ωi+
1
2
ωdd(r))T , (ωi− 1

2
ωdd(r))(τ2−T ), and

−(ωi− 1
2
ωdd(r))τ2 in the three regions. Thus, the total acquired phase in this setup

is ωddT . When the total phase 6= 0 the dipolar shifted spins to not fully recohere

into the echo, reducing the echo intensity and modulating it by cos(ωddT ).

Additionally, there are effects from other spins that are randomly distributed

coupled spins (for instance, in a doubly spin-labeled protein, these would be spin-

spin interactions between different proteins, as distinct from pair-wise interactions

between nitroxides on a single protein). These do not contribute to an oscillation,

but rather a decay of the signal. Thus in the earliest papers, the DEER effect can

be described quite simply as a functional form52

IDEER(T ) ∝ cos(ωddT ) exp(−k|T |) (1.22)

where k is numerical parameter that takes into account the coupling between

non-pairwise spins, the concentration of unpaired electrons spins, and the fraction

of electron spins excited by the microwave pulses.52 A calculated time domain
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trace for a 2 nm interspin distance is shown in Fig. 1.4C, and the corresponding

Fourier Transform in the inset shows the splitting of 2ωdd.

While for simple cases, with a narrow distance distribution, and relatively

short distances, it is possible to directly read interspin distances from the DEER

trace (or through Fourier Transform), typically DEER signal is necessarily more

complicated. For instance, we must include effect of the random orientations of

the interspin-vectors. Further not all coupled spins are within the bandwidth of

one of the two pulses, so the degree of echo modulation is < 1. Thus, even for a

single interspin distance, we more generally find the DEER decay is given by39

V (T ) = 1− λ[1−
∫ 1

0

cos(ωdd(1− 3 cos2(θ)Td cos(θ)] exp(−k|T |
D
3 ) (1.23)

where λ is the modulation depth, and is determined by the fraction of coupled

spins that are inverted by the pump pulse, θi is the orientation of the interspin vec-

tor, and exp(−k|T |D3 ) is the exponential decay function, which depends on D, the

dimensionality of the randomly distributed spins. For soluble protein monomers

D = 3, but D may approach 2 when working in a quasi-2 dimensional environ-

ment like vesicles. In the case where we then have a distribution of distances, we

deal with a combination of signal from all the possible spin pairs in Eq. 1.23.

If a single (or dominant) distance is being probed, dipolar oscillations can

often be observed directly in the time or frequency domain. However, extensive

work has pushed the capabilities of DEER spectroscopy by investigating how to
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robustly determine the full distance distribution. That is, Eq. 1.23 describes

the DEER trace in the presence of a single distance, and can be used to build

up the DEER signal in the case of a distance distribution. This answers the

problem of predicting the DEER signal given a distribution of distances, but the

far more relevant question is taking a DEER signal and predicting the full distance

distribution. This is an ill-posed problem, and it is easy for noise or artifacts in the

DEER data to result in significant errors in the predicted distance distribution. To

alleviate these problems, Tikhonov Regularization is commonly utilized61,62 as a

method for producing robust solutions by fitting the data, and extensive work has

investigated ways to make extraction of distance distributions more robust63. The

majority of this work is now codified into the program DEERAnalysis which has

become the standard processing software for studying DEER traces.61 Therefore,

it is now entirely standard to be able to acquire high quality DEER spectra and

by Tikhonov regularization (or if one wishes, a user model), to determine the

full distance distribution. Though the process is not entirely automated, and it

requires some experience to identify the optimal parameters, it is an accessible

technique with some training.
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1.2.3 Comparing the Capabilities of cw and pulsed EPR

for Distance Measurement

The generally accepted distance range for cw EPR measurements can depend

on the precise system. It is typically considered acceptable to apply this method

to distances longer than ∼ 0.8 nm43, which is limited by the onset of significant

exchange interactions between nitroxides. It is worth noting that broadening

effects are present for shorter distances (and indeed become more severe), but

the process of extracting distances through a convolution approach could fail as

a result of not accounting for strong exchange interactions. Also, distances <

1.5 nm falls into an intermediate coupling regime, which introduces some error

into the interspin characterization. It is generally estimated to be ≤ 15 %44,

making it an important consideration, but not a fundamental limitation of these

measurements. The long distance ∼ 2.5 nm, while subsequent publications44

generally find a limit of ∼ 2.0 nm. Further work examining several distance

measurement techniques46 suggests an even more limited distance range of ∼ 1.8

nm, but the message is simple: cw-distance measurement techniques are suitable

for studying comparatively short distances in biological systems.

The range of distances accessible by DEER also depends on the specifics of the

system under study, but is typically substantially longer than is possible with cw

distance measurements. Perhaps surprisingly, the short distance limits of DEER

are more restrictive than those of cw EPR in many cases. Fundamentally, for dis-
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tances shorter than ∼ 2.0 nm,44 the limited excitation bandwidth of the applied

pulses is smaller than the dipolar coupling, which artificially reduces distances

below 2.0 nm. This can be artificially corrected by including the estimated exci-

tation bandwidth in the calculations, but even this fails for distances below ∼ 1.6

nm.38,46 The long distance limits of DEER are determined by the length of the

maximum usable dipolar evolution time (meaning the longest possible range over

which T can be swept in Fig. 1.4A. If the phase memory time limits the length

of τ2, then the range over which we can move T is similarly reduced. As ωdd

becomes smaller for longer distances, the period of the oscillations increases and

larger values of T are necessary to trace out an oscillation for longer distances. It

is estimated64 that for a maximum evolution time Tmax the full distance distribu-

tion can be trusted for distances out to 3 nm (·Tmax
2µs

)
1
3 , while the mean distance

and the width can be trusted out to 4 nm (·Tmax
2µs

)
1
3 , and just the mean distance

can be trusted out to 5 nm ·(Tmax
2µs

)
1
3 . Typically, site-directed spin labeling with

nitroxides, allows distances out to ∼ 6 nm to be measured, and in some cases

out to ∼ 8.0 nm.39 Deuteration of the solvent is commonly employed as a way

of lengthening relaxation times to achieve longer distance measurements.55 Once

the solvent is deuterated, the limiting factor in for phase memory time has been

shown to be the protons on the protein itself; when these are removed through

deuteration, the distance limit is raised to ∼ 10.0 nm (in a soluble protein).54

Another factor that affects the ability to observe long distances is the overall spin
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concentrations. If the exponential decay in Eq. 1.23 is too rapid, a long oscilla-

tion can not be observed before the signal decays. Using commercially available,

10 GHz instruments, sample concentrations down to 100 µM can be measured

reliably, which is typically sufficiently low. However, there are situations where

high local concentrations emerge (resulting in substantially decay) even though

the overall concentration remains low—for instance, when proteins are packed into

lipid vesicles65.

In comparing the capabilities of DEER and cw-EPR we immediately recog-

nize that DEER is the intuitively more useful technique, as it allows substantially

larger distances to be evaluated. However, cw EPR tends to be more easily ap-

plicable, and can be applied to a wider range of situations, in particular at higher

temperatures. Despite this, pulsed EPR has become far more common due to the

breadth of distances that can be evaluated, as well as the power of direct access

to the entire distance distribution (without the necessity of assuming a model).

Thus, DEER is the workhorse of biological EPR distance measurements, with

cw EPR being relegated to more specific tasks (for instance, when distances are

known to be close, or when only short distances are of interest). Nonetheless,

the advantages of cw EPR mean that, should methods exist to extend the dis-

tance range, it could become an important alternative to DEER, particularly for

applications where samples are kept > 200 K.
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1.3 Opportunities and Challenges of High-Field

EPR

The potency of EPR as a tool for studies of structure in biological systems has

become one of the major applications of EPR spectroscopy. While EPR is not yet

a “standard” technique in biomolecular structural studies, the equipment neces-

sary for advanced EPR experiments at 10 GHz, including DEER, are commercially

available. This availability has helped popularize the use of EPR as a technique

complimentary to other common bio-physical measurements (including x-ray scat-

tering and NMR). However, most groups utilizing EPR for biological samples are

doing so with commercial instruments at fields <1 T (and most commonly at X-

Band), despite the fact that EPR (like its cousin NMR) becomes more powerful at

high magnetic fields. Thus, unlike high-field NMR, high-field EPR remains a far

less common approach, undertaken generally only in labs which specialize in the

development of high field EPR. It is incorrect to suggest that important science

is not ongoing in this field (that is, the community is both developing and apply-

ing high-field EPR), but for a biologist, or biochemist interested in addressing a

specific question, high-field EPR has not reached the maturity level for it to be

easily utilized.

NMR has seen dramatic expansion of its capabilities by increasing magnetic

field: since the first commercial NMR spectrometer at 4.6 T (200 MHz) was re-
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leased in 1964, NMR spectrometers have steadily increased in magnetic field, and

the current state of the art reaches to 23 T (1000 MHz). NMR has so readily

moved itself to larger and larger magnets to leverage the dramatic increases in

both resolution and sensitivity. Increased resolution separates lines which overlap

at lower fields, allowing better identification of peaks. Sensitivity is enhanced with

increasing field as the power emitted from a precessing magnetic dipole increases

rapidly with frequency,66 and increasing the field increases the sample magneti-

zation (which determines signal intensity as in Sec 1.1). It is typically found that

SNRNMR ∝ ω
3
2 , which has proved paramount in expanding the limited sensitiv-

ity of NMR.17 The progression towards higher fields in NMR has been consistent

as the technical challenges for increasing the spectrometer field is largely located

in the challenge of generating that field (and doing so with sufficient homogene-

ity). Though the NMR frequency increases with field, these frequencies are still

at or below 1 GHz, meaning that high-power amplifiers, and low-noise detection

systems can be readily designed.

In the case of EPR, sensitivity is also predicted to increase with magnetic

field, though the precise scaling becomes more complicated67,68 as a result of the

use of resonators which can limit sample volumes at high frequencies (where the

resonator dimensions are reduced), and the fact that high-power excitation is not

always available at higher magnetic fields. However, it has been demonstrated that

high magnetic fields greatly expands the sensitivity of DEER.69–73 One impressive
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instrument operating at 95 GHz has shown the capability to carry out DEER on

samples as dilute as 1µM,71 yielding an order of magnitude improvement in con-

centration sensitivity over commercial X-Band spectrometers. Such sensitivities

have important financial and practical applications (by reducing the amount of

previous sample required), but more generally greatly expand the kinds of systems

which can be studied by DEER as many proteins and biomacromolecules can not

be made in large amounts, can not be utilized at such high concentrations, or do

not exist physiologically at these concentrations.

The development of high-field EPR has a long history, and comprehensive re-

views can be found in literature74,75 but the highlights are mentioned here. High-

field EPR dates back to work by Lebedev in the 1970’s74,76, and in 1977 they intro-

duced what is commonly considered the first “modern” high-field EPR spectrom-

eter operating at 170 GHz.77 Further work saw the emergence of spectrometers at

250 GHz78 and spectrometers at 95 GHz79, with commercial spectrometers now

available at both frequencies.80 However, only recently have high-power amplifiers

become available at these sorts of fields, with Extended Interaction Klystrons am-

plifiers offering ∼1 kW at 95 GHz,69,71 while smaller amplifiers based on IMPATT

diodes offer several Watts at 95 GHz70,81 and 100’s of mW at 130 GHz.82,83 Above

95 GHz, both the technological capabilities and (as a result) the quantity of spec-

trometers falls off steeply. This emerges from the “Terahertz gap”84–86, which is

the portion of the electromagnetic spectrum between 100 GHz and 5 THz, where
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neither lasers (which can be used at higher frequencies), nor electronics (which

can be used at lower frequencies) offer substantial powers.

The effect of limited source power is to substantially reduce the effectiveness

of pulsed EPR (cw EPR does not rely on high powers) as it is optimal in pulsed

EPR to excite the spins rapidly relative to the rate at which they relax. In order

to excite the spins rapidly, high intensity (during the pulse) is necessary at the

sample, which can be achieved either through a high incident power, or from the

use of a cavity with a large Q. However, low-power sources can not be entirely

compensated for by high-Q cavities, as with too high a Q, the cavity substan-

tially reduces the bandwidth of the spectrometer (only exciting a narrow region

of frequency space), and can increase dead-time due to ringing. Additionally, at

frequencies >100 GHz, the wavelength of light is only ≤2 mm, which makes sin-

gle mode cavities difficult to build and use and can dramatically limit the usable

sample volume (sample volume (VS ∝ ω−3
0 ).71 Thus, many high-field EPR spec-

trometers do not use cavities unless necessary, and tend to make use of a Fabry-

Perot style cavities78,87 (though some works have utilized cylindrical cavities as

well71). Though a low-Q cavity can be used, high-power sources remain desirable

to obtain the maximum sensitivities and time resolutions as non-resonant sample

loading at 95 GHz was shown to substantially expand sensitivity in applications

where power is not limited.71
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We are most interested in frequencies >100 GHz, where spectrometers and

experiments are both comparatively rare. The majority of the work in this thesis

was done on a 240 GHz spectrometer, and so this frequency is mentioned explicitly

for reference. For the frequencies above 100 GHz, the most common sources

are non-linear, frequency multiplication.74,87,88 A low-powered source operating at

∼15 GHz (where microwave electronics are well developed), is then amplified and

sent through frequency multipliers based on Schottky diodes.89 These multipliers

can be connected in multiplier chains to reach frequencies up to 2 THz, but as

the multiplication process is nonlinear, the power drops substantially at each

step. Nonetheless, recent devices of this kind have demonstrated powers up to

∼100 mWs at 240 GHz, and these types of sources are generally the best possible

available at these frequencies (though developers of gyrotrons and amplifiers hope

to change this). At this power level pulse lengths on the order of 100’s of ns are

necessary to excite an S= 1
2

spin,90 and the low-power, 240 GHz spectrometer

used in these studies, a typical π
2

pulse is ∼600 ns. At X-Band excitation pulses

are typically on the order to 10 ns, and even at 95 GHz high-specialized work has

achieved similar (or better) pulse lengths.71 If we consider the nitroxide spectrum,

which extends across ∼40 mT at 240 GHz, these pulses excite far less than 0.1

mT. Similarly, it becomes impossible to carry out pulsed experiments in situations

where the spins relaxation times (T1 and TM) are substantially shorter than the

pulses (this sets a rough limit for TM of ∼600 ns, but even this is likely optimistic

52



and depends on having strong signal). As a result, existing 240 GHz spectrometers

can not offer high sensitivity in pulse mode, and further almost always need to be

run at cryogenic temperatures (to achieve relaxation times longer than 1µs).

It should be emphasized that there are several groups that have been instru-

mental in developing high-field EPR, notably Freed at Cornell, Griffin at MIT, the

team at the National High Magnetic Field Lab, Britt at UC Davis, and a handful

of other groups. Indeed, it is as a result of their work that the ground is now so ripe

for further development. However, the lack of adequate sources at high fields and

the challenges associated with development have limited the number of high-field

EPR spectrometers in use. This serves to strongly limit development of high-field

EPR techniques and methods as compared to lower field measurements (even those

utilizing traditional, low-power sources for the high-field measurements). Much of

the development of high-field EPR has largely focused on technology and bringing

existing techniques from low fields to high fields. Yet, at the heart of high field

EPR, is a much larger Zeeman splitting (24x larger at 240 GHz than at 10 GHz),

which can be leveraged in developing new methods and techniques that would not

be fruitful at low fields. It is not the case the low-field EPR techniques see no

improvements at high fields, but the potential exists to uncover new techniques

at high fields.

We argue, therefore, that high-field EPR (above 100 GHz) suffers from two

major limitations that can be addressed in order to expand its capabilities (in-
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spired by the advances at high-fields realized in NMR). First, immense ground

remains to uncover new techniques and methods that are suitable only at high

magnetic fields, and have not been investigated due to the limited number of in-

vestigators focused on high-field EPR. Second, there is the constant problem at

high-fields that the unavailability of high-power sources obstructs the achievement

a fast, high-powered, pulsed EPR spectrometer. The work in this dissertation was

undertaken at 240 GHz and 95 GHz in an effort to address both these problems

to expand technique and technology to revolutionize high-field EPR. The rest

of the thesis is divided into two parts. Part 1 describes work utilizing existing

high-field spectrometers to enable new developments for distance measurement

between spins with both a new technique, and new spin labels. Together, these

methods highlight specific examples of the potential of high field EPR that are

not feasible at lower fields, and invite further development to maturing high field

EPR. Part 2 describes our work to utilize a Free Electron Laser as a source for

high-powered EPR at 240 GHz, exceeding the power capabilities of existing spec-

trometers by 3-4 orders of magnitude. Currently, the Free Electron Laser (FEL)

at University of California Santa Barbara (UCSB) is the only source capable of

generating ∼100’s of Watts of power at 240 GHz, in a way that is suitable for

EPR. Beyond fundamentally expanding the ceilings of high-power EPR, the spec-

trometer discussed here is the first of its kind with which to test and expand the

capabilities of high field EPR with high-power sources. It is far from our expec-
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tation that the future of high-field pulsed EPR lies with Free Electron Lasers for

other groups (due to cost and size), but as alternative sources are developed, the

FELEPR offers the only spectrometer capable of doing ultra-fast EPR excitation

and detection at these fields, provides a testbed for techniques and methods, and

(because the FEL can be run easily at frequencies up to 1 THz) can be scaled to

continue pushing the boundaries of high-field EPR.

More specifically, Part 1 contains Chapters 2, 3, and 4, while Part 2 contains

Chapters 5 and 6. Chapter 2 details efforts made with a low-powered, 240 GHz

spectrometer to make use of the behavior of spin decoherence at low temperatures

to determine interspin distances, eventually discussing Gd3+ as a new probe that is

ideally suited for pulsed EPR at high fields. Chapter 3 uses the same spectrometer

to carry out cw EPR measurements of Gd3+ to measure long interspin distances at

temperatures and conditions that can’t be achieved with DEER. Concluding Part

1, Chapter 4 discusses the use of DEER at 95 GHz and 10 GHz for measurements

of a spin labeled protein oligomer, in order to both test the capabilities of the new

label, as well as address an open question in regards to the protein’s oligomeric

structure. Chapters 5addresses the question of utilizing a Free Electron Laser as

a source for EPR, specifically introducing the efforts necessary to match the FEL

to an EPR application and some interesting physics that can only be observed at

high fields using short pulses. Finally, Chapter 6 provides an in-depth discussion

of a new method to control the phase of FELEPR pulses through post processing,
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despite the phase instability of the FEL itself. The concluding section provides

a short discussion of the scope of the cumulative efforts in the thesis and the

potential future of high-field EPR.
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Part I

New Distance Measurement

Techniques at High Fields
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As discussed expansively in Chapter 1, EPR has emerged as an important

distance measurement tool for elucidating structure in complex biological sys-

tems.30,38,58,65,91 While most distance measurements (whether cw or pulsed) are

applied at low magnetic fields, high-field EPR has become important in a wide

variety of fields, and high fields have been used to realize important gains in sensi-

tivity.71,72 Despite the advantages of moving to higher fields, the current pedigree

of EPR experiments for studying biological systems evolved in an environment

where only low-field EPR was generally mature. This work, and the expanding

technological capabilities at high field beg the question of what other measure-

ments become possible at high magnetic fields. This part of this dissertation

addresses the question of what new experiments are possible utilizing existing

spectrometer technology. It is worth noting that these applications were not in

mind when the spectrometer was first developed. Instead they emerged from

other projects and investigations, and their capabilities to studying a biological

system was realized as a result of the exciting applicability to SDSL for EPR

measurements on biomacromolecules.

Chapter 2 investigates how the silencing of a decoherence pathway only at high

fields using low temperatures allows probing of interspin distances and potential

applications for clustering. At the tail of Chapter 2 we introduce Gd3+ as a new

potential spin label, whose properties appear to dramatically expand the distance

range that can be probed through spin bath quenching. The properties of Gd3+
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make it only suitable for measurements at high magnetic fields (and in many

way it is superior to traditional nitroxide spins labels at these fields). Chapter

3 investigates the potential application for Gd3+ as a probe for long distances

using cw EPR, which offers an important alternative to DEER for cases where

measurements above cryogenic temperatures are desired. Finally, Chapter 4 brings

the use of Gd3+ as a probe to fruition by investigating the oligomerization of a

membrane protein using high-field DEER with Gd3+ spin labels. Together these

techniques sample both new experimental methods (in spin bath quenching) and

new approaches to existing methods (the use of Gd3+ for both cw and DEER

distance measurements)
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Chapter 2

Probing Interspin Distances
through Spin Bath Quenching

Portions of this chapter (covering Sections 2.1, 2.2, and 2.3), including figures,

and some detailed experimental information for this work in Appendix A are

originally published in Ref 92 (available online), and are reproduced by permission.

2.1 Exploiting High Polarizations at High Fields

While the extension of existing EPR techniques to higher fields has enabled

important improvements, at these high magnetic fields new techniques can be

developed that utilize phenomena that are negligible at low fields. For instance,

at 8.5 T, one can tune the polarization of the electron spins from 6% to 99% simply

by varying the temperature between 100 and 2 K—temperatures easily achieved

with standard liquid Helium cryostats. Polarization this high at 0.35 T would

require temperatures below 100 mK, requiring more exotic cryostats. As a result

of these high polarizations, we find that from the viewpoint of electron spins,
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the system is quieted substantially as a result of eliminating fluctuations that

drive decoherence. Beyond being phenomenologically interesting, the strength

of fluctuations depends on the average interspin distances, which allows a new

window to address distances in spin-labeled systems.

In this chapter we will discuss the spin bath quenching effect and the capabili-

ties of leveraging it to obtain distance information. The topic will be introduced by

reporting on the quantification of distances across randomly-distributed nitroxide

radicals from the temperature-dependence of their phase memory times at high

magnetic fields. The ability to fully control the polarization of the nitroxide spin

bath allows us to explicitly observe spin bath quenching, determine the electron

spin phase memory time in the absence of electron spin bath fluctuations, and then

map the strength of the electron spin dipolar interaction to average inter-electron

probe distances. This was realized experimentally by studying a concentration

series of frozen nitroxide solutions. The use of deuterated solvent reduces electron

spin decoherence originating from protons, allowing the observation of ensemble-

average, inter-electron distances out to roughly 6.6 nm in frozen aqueous nitroxide

solutions. We additionally investigate the limits of this in ‘non-ideal’ environments

that would become relevant in a biological system and address the role of the nu-

clear spin bath, as well as the potential for application on a ‘model’ biological

system consisting of spin labeled vesicles.
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The potential power of the characterization of spin bath quenching arises on

two fronts. First, while for nitroxide-based probes the distances limits are found

to be seriously restricted in non-deuterated systems, by utilizing the high-spin

system Gd3+ we find promise of longer range sensitivities. Second, the ability

to monitor average interspin distances of an ensemble, rather than probing sim-

ply nearest-neighbor interactions can be important in biological systems. While

nearest-neighbor distances are most commonly seen as the goal for structural

determination (see Sec. 1.2), many systems aggregate, cluster or clump. The ca-

pability to address these systems, and quantify not necessarily simply the nearest-

neighbor, but rather generally how the spin-network is inter-connected, presents

opportunities in studying these sorts of system. These two outlooks will be ad-

dressed in the final section of this chapter.

2.2 Spin Bath Quenching(SBQ) and Distances

In any system of spins, the dynamics of the local magnetic fields plays a critical

role in determining the EPR signal. Paramagnetic species, whether nuclei, elec-

trons, or high-spin ions, all contribute to the local magnetic fields and we typically

rely on observing the magnetic coupling between these to learn about structure.

In this regard, decoherence is usually viewed as an enemy of information, as it

destroys the coherent interactions between spins from which we can extract infor-

mation about distance, orientation, motion, and dynamics. However, decoherence
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itself can encode important information about the system under study, as the fluc-

tuations in the paramagnetic system also act as a source of decoherence. Thus, the

structure of the spin system is intimately linked to the decoherence that emerges,

making studies of decoherence an additional tool to address information about

the spin system. For instance, when undertaking distance measurements on a

spin-labeled protein with DEER, concentrations must be kept low in order to be

able to maintain sufficiently long TM to measure long distances.56 That is, if the

spin-labeled protein concentration is too high, the interactions of the spins with

each other results in fast relaxation and the phase memory time directly encodes

some information about the interspin distances. Of course, the direct measure-

ment of the phase memory time can not be use to determine distances directly, as

the relaxation effect is complex and includes contributions from both intra- and

inter-biomolecule interactions as well as effects from the nuclear spins. DEER’s

immense utility results from isolating only the interactions that occur between

spin-pairs. We discuss in this chapter another approach to isolate the interactions

of the electron spins, in this case through the phase memory time.

A number of potential relaxation effects emerge from spins close enough to

one another that their magnetic fields are coupled. The distance range for which

contributions are relevant depends strongly on context, but is substantially larger

for electrons than nuclei, as their gyromagnetic ratio is substantially smaller ( γe

γP
≈

660 with γe and γP the gyromagnetic ratios of electrons and protons respectively).
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One particularly strong relaxation mechanism occurs as unexcited spins (that is,

those not directly probed with radiation) with similar resonance frequencies but

of opposite spin states can flip-flop with one another (i.e. |1
2
,−1

2
〉 ↔ | − 1

2
, 1

2
〉).

As this transition is energy conserving, it can happen readily; however, while

total energy is conserved the local magnetic field around these spins is modified.

Thus, when these unexcited spins (or B-spins) undergo these energy conserving

flip-flops (|1
2
,−1

2
〉 ↔ | − 1

2
, 1

2
〉), nearby excited spins (A-spins) see a shift in their

local fields, and as a result lose phase coherence with other A-spins in the sample.

As these fluctuations are time-dependent, they drive the precession of spins out

of resonance with others, destroying the coherence in the spin system irreversibly.

These kinds of fluctuations are common in a variety of systems, for instance the

fluctuations of protons in a solvent is known to severely reduce the phase memory

times in pulsed EPR measurements.55 The strong effect of protons (as opposed

to other nuclei) emerges from the ease with which they can couple to each other.

Protons have substantially higher gyromagnetic ratios than most nuclei ( γP
γD

=

6.5,γP
γC

= 4, with γD and γC the gyromagnetic ratios of 2H and 13C respectively),

which increases their flip-flop probability. Protons also tend to be present in high

concentrations (110 M in pure water). It is worth noting that other nuclei also

contribute to relaxation (but the process is most commonly dominated by solvent

protons), and efforts to deuterated entire proteins (in addition to solvent) have

been shown to substantially increase phase memory times.93
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If we specifically consider flip-flopping between paramagnetic neighbors such

as electrons, we see that a combination of high magnetic fields and low tempera-

tures begins to change the phenomena. Nuclei are typically only weakly polarized

even at very large fields and cryogenic temperatures (protons are ≈ 0.5% polar-

ized at 8.6 T and 2 K), which is in stark contrast to the already-discussed high

polarizations possible at these fields for paramagnetic species. In this case, as

the temperature is lowered, fewer and fewer |1
2
,−1

2
〉 pairs remain, as Boltzmann

statistics require that more and more spins are in the | − 1
2
〉 state. One can

imagine that at low enough temperatures, where nearly all the spins are in their

ground state, this effectively eliminates the flip-flop transitions from occurring

between spins, and this relaxation process is eliminated. At intermediate temper-

atures, where |+ 1
2
〉 spins are becoming rare, the effective distance in any |1

2
,−1

2
〉

pair is increasing and the probability of the pair flip-flopping is reduced. This

process is termed “spin bath quenching” as it results from using high magnetic

fields and low temperatures to quench the fluctuations of the spin bath. This was

first observed looking in diamond samples, where the polarization of nitrogen im-

purities quenches their mutual flip-flop processes and dramatically increases the

phase memory times of nearby nitrogen-vacancy centers.94 The effect of spin bath

quenching on phase memory times can provide quantitative information on the

local environment of the electron spin, and is of critical interest in situations like
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quantum information processing, where achieving long relaxation times requires

isolating and eliminating all unnecessary sources of decoherence.95,96

Spin bath quenching can be modeled in a physical description by assuming

that the spins undergo flip-flops at a rate of W (which is depends on the dipolar

coupling spins and is therefore temperature independent). We then weight this

rate by the probability of having a spin-up and spin-down pair; these probabilities

carry the temperature dependence of the model and account for the variation in

the relaxation rates due to the spin bath polarization. Thus, we can write94,97

1

TM
(T ) = P↑(T )P↓(T )W + Λ =

W

(1 + exp(Tz
T

))(1 + exp(−Tz
T

))
+ Λ (2.1)

where T is the temperature, P↑(T ) and P↓(T ) are the probabilities of a spin-

up and spin-down electron, TZ = ~ω
kbT
≈ 11.5 K is the Zeeman temperature of the

electrons at 8.5 T, kb is Boltzmann’s constant, ~ is Planck’s constant, ω = 2πν

is the angular frequency of the EPR radiation (2π·240 GHz), W is the flip-flop

rate for B-spins, and Λ represents the residual decoherence rate of the A-spins

at complete polarization of the B spins. As the temperature is lowered below

the Zeeman Temperature, the B-spin bath becomes partially polarized and the

flip-flop rate is diminished until it is essentially eliminated below 2 K, where all

B-spins are in their lowest energy state. This causes the measured phase memory

time (TM) of the A-spins to increase dramatically as temperature is lowered and
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plateau below 2 K. This allows the rate of these fluctuations to be isolated through

W .

Of particular interest is the dependence of the SBQ on average interspin dis-

tance. The flip-flop transitions occurring between spins are modulated by a dipolar

interaction. The strength of this interaction depends on distance as distant spins

are far less likely to flip-flop than nearby spins. Thus, W depends on the average

interspin distance, and closer distances result in a stronger effect on TM . In the

case of Takahashi et al.,94 the B-spins which are flip-flopping are a network of sub-

stitutional nitrogen impurities (S=1
2
) in diamond, which is then probed through

the relaxation of the NV centers. In their work, the measurements allow the de-

termination of the coupling W of the nitrogen spins, which can then be used to

estimate the concentration of nitrogen impurities. A rigorous exploration of the

distance dependence of the spin bath quenching effect, as well as the potential for

application in biology is addressed in this chapter.

2.3 Spin Bath Quenching in Nitroxide Radicals

and Spin-labeled Vesicles

2.3.1 Solution Study of Nitroxides

Preliminary experiments to observe spin bath quenching in solutions of nitrox-

ides were performed using 4-Amino-TEMPO
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TEMPO

Concentration (mM)

Average inter-electron

distance (nm)

Residual relaxation Λ

(kHz)

50 1.8 33.2 ± 8.2

30 2.1 19.3 ± 1.1

10 3.1 19.1 ± 2.6

5 3.8 20.0 ± 1.7

2.5 4.8 19.6 ± 1.1

1 6.6 26.3 4 ± 0.3

Table 2.1: Nitroxide Concentrations, Interspin Distances, and Resid-
ual Relaxation Rates. List of the studied sample concentrations of 4-Amino-
TEMPO in deuterated solvent with corresponding average nearest-neighbor inter-
electron distances from Eq. 2.2. The extracted values of the residual decoherence
rates (Λ) for different samples show consistent relaxation times at low tempera-
tures for all samples except r̄ =1.8 nm (50 mM)

(4-Amino-2,2,6,6-tetramethylpiperidine-1-oxyl) dissolved in D2O and deuterated

glycerol. 4-Amino-TEMPO is a convenient test system as its structure is similar

to that for common, nitroxide based spin labels (i.e. MTSL) but is readily soluble

in water up to high concentrations. For these randomly distributed systems, the

nearest-neighbor, inter-electron distance (r̄) can easily be tuned with nitroxide

concentration following98

r̄ = 0.554n−
1
3 (2.2)
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Figure 2.1: 240 GHz Nitroxide Spectrum and Echo Decays. A: Typical
nitroxide spectrum of 4-Amino-TEMPO in deuterated glass with r̄ =2.1 nm (30
mM). The overlaid black bar shows an example of a narrow excitation bandwidth
of ∼0.1 mT, which approximates that achieved with ∼650 ns pulses. B: Echo
area decay profile fit to a stretched exponential of the form ∝ exp(−( 2τ

τM
)3/2) as

described in the text

where n is the nitroxide concentration. The average nearest-neighbor distances

ranged from 1.8 nm to 6.6 nm, and are listed with the corresponding concentration

in Table 2.1.

A typical nitroxide spectrum at 240 GHz spans nearly 40 mT, while our long

pulses - which exceed 500 nanoseconds - excite less than 1/10 of a mT. This

narrow bandwidth is illustrated by the black line overlaying a representative frozen

nitroxide spectrum in Fig. 2.1A. Unlike for diamond samples, we are not dealing

with two distinct spin systems (i.e. nitrogen impurities and NV centers). Instead,

the B-spins are simply those portions of the nitroxide spectrum unexcited by the

pulses.

The phase memory time (TM) was measured at 240 GHz using a spin-echo

sequence of 650 ns - τ - 750 ns - τ , in which the optimum lengths of the first
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and second pulses were found to give the best echo intensity and shape. A non-

exponential decay of the integrated echo area was observed, which is commonly

reported in echo decay experiments.99–103 We employed the stretched exponential

function of the form ∝ exp(−( 2τ
τM

)ξ) to extract τM using ξ = 3
2

after it was

empirically found to give the best fits as shown in Fig. 2.1B. The average decay

time was then calculated by TM = Γ(1 + 1
ξ
)τM where the Γ function provides a

prefactor correction.104 As comparison, previous work102 found ξ > 2 in a system

where slow nuclear spin bath flip-flops dominated decoherence. For systems where

electron-spins drive decoherence, ξ values between 1 and 2 are predicted for several

models in literature,99–101 making ξ = 3
2

a reasonable value—though it was chosen

empirically and not based on a model.

The data for the samples in Fig. 2.2 show a clear temperature dependence

of the phase memory times from 2 to 20 K. The region of rapid change in TM

from 3 to 10 K and the plateau below 2 K qualitatively match the temperature

dependence of the electron spin polarization, as shown in the top panel of Fig. 2.2.

Saturation recovery experiments20 measured the spin-lattice relaxation time (T1e)

to always exceed 1 ms at 20 K and exceed 100 ms at 2 K. These long T1e values

imply that the spin-lattice relaxation is not limiting TM , which never exceeds 60

µs.

The temperature dependence of TM can be well described by fitting to the

model of Eq. 2.1 up to 20 K with free parameters W and Λ. This is shown in Fig.
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Figure 2.2: Spin Bath Quenching Affects TM . Inverse phase memory times
for r̄ =2.1 nm (30 mM) Amino-TEMPO in deuterated solvent with the fit to Eq.
2.1. The top panel shows electron spin polarization for comparison.

Figure 2.3: Dipolar Coupling Rates in Nitroxide Solutions. A: Temper-
ature dependent 1

TM
values for several different samples of 4-Amino-TEMPO in a

deuterated solvent. Solid lines are fits to Eq. 2.1. B: The extracted parameter W
from Eq. 2.1 as a function of inter-electron distance shows a 1

r3 dependence. The
solid red line shows a line with fixed slope of -3 as expected for W ∝ 1

r3 , while
the dashed blue line is a linear fit to the data which agrees with a slope of -3 to
within fitting error. The resultant correlation coefficient of -0.985 confirms that
the linear regression is justified.
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2.3A for several different nitroxide radical concentrations, corresponding to inter-

electron spin distances from 1.8 to 4.8 nm. Fig. 2.3A clearly demonstrates that

the relaxation at high temperature (i.e. ∼20 K) strongly depends on the average

inter-electron spin distances. As is sensible, samples with shorter inter-electron

spin distances have substantially shorter phase memory times. At 2 K, the TM ’s

for all samples except r̄ =1.8 nm coalesce to roughly 50 µs ( 1
TM
≈20 kHz). This is

consistent with the proposed flip-flop model of Eq. 2.1, where the effects of the B-

spin bath are quenched at low temperatures, and only the processes contributing

to Λ remain (which should be constant across samples). Thus, the TM values

in the plateau correspond to the temperature-independent residual decoherence

term Λ. The extracted values of Λ for nitroxides in deuterated solvents are given

in Table 1. The Λ values are consistent for all the samples, except for r̄ =1.8

nm, which is reproducibly larger than the rest. This may be due to additional

decoherence mechanisms arising from closely interacting nitroxide radicals.

The flip-flop rate (W ) in Eq. 2.1 represents a characterization of the average

rate at which B-spins will interact and swap quantization directions. As we expect

these transitions to be mediated by dipolar coupling, we expect15 W ∝ 1
r̄3 to

be valid in a simplified model. Although r̄ specifically represents the average

distance between B-spins, the narrowness of the excitation bandwidth (<.5% of

total spins are excited) makes inter-B-spin distances indistinguishable from the

nearest neighbor inter-electron spin distance in the sample. The values of W
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Figure 2.4: Determining Nearest-Neighbor Distances. The average
nearest-neighbor inter-electron distance is determined from the extracted value
of W for nitroxides in a deuterated solvent. The proportionality constant deter-
mined by calibration in the text was used to map the extracted W values to average
inter-electron distances. The solid line shows that average nearest-neighbor dis-
tance as a function of concentration from Eq. 2.2. The calibration generated a
single proportionality constant that provides consistent distance extraction from
1.8-6.6 nm.

determined from fits of the data with Eq. 2.1 present trends that are consistent

with the 1
r̄3 dependence, as shown in Fig. 2.3B. The data (in Log/Log form) is well

described by a linear regression with a high correlation coefficient, the slopes of

linear fit agrees with the model to within the uncertainty of the fit, and the scatter

does not appear systematic. Therefore, the simple flip-flop model does describe

the experimental data well. In the case of free-in-solution nitroxides from Fig.

2.3B the scatter is consistent with 1 σ error bars.

Experimentally verifying W ∝ 1
r̄3 is equivalent to showing that W is linear in

concentration (n) as r̄ ∝ 1
n3 in a 3D system. With the 1

r̄3 dependence observed for

W , we can map W to the known average distance in these samples, determined
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from concentration following Eq. 2.2. This amounts to an empirical determination

of the proportionality constant in W ∝ 1
r̄3 . Fig. 2.4 confirms using this average

proportionality constant with our values for W yield consistent distances from

1.8-6.6 nm.

The clear distance dependence observed in the spin bath quenching effect al-

lows this techniques to be employed to gauge and compare inter-electron distances

even in in the case of the broad distance distribution of a random solution. Fur-

ther, when a reference measurement can be used for calibration, as done here,

this approach could be used for determination of an unknown distance. Direct

determination of a distance without a calibration requires a full model of the

electron flip-flop process. However, we can compare our result to literature work

investigating proton-pair flip-flop rates for which WP ≈ 1
10
µ0

4π

γp~
r̄3 .105 Alternatively,

our calibration yielded WP ≈ 1
10.2

µ0

rπ

γp~
r̄3 . This comparison is informative, but the

proton model does not fully account for some of the intricacies of examining elec-

tron spin flip-flops in nitroxides. Firstly, our estimate of W relies on electrons

performing energy conserving flip-flops, which is only possible for electron pairs

with similar resonance frequencies. As the nitroxide spectrum extends over ∼40

mT, some spin pairs will not contribute making the distance between partners

larger and causing an overestimate of W . Alternatively, we consider only nearest

neighbor spin-pairs in our calculation, which neglects the effect of multiple B-spin

pairs driving decoherence, and likely causes us to underestimate W . A complete
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description of spin bath quenching to include these effects would require a com-

plex computation of W , taking into account the EPR spectrum, the orientation,

and distance distributions of the spins, but could make the spin bath quenching

effect a quantitative method for distance measurement with a single measurement.

Nonetheless, the agreement with the model for the proton flip-flops suggests that

these effects seem to cancel out and therefore shows that the simple dipolar flip-

flop model is empirically valid.

2.3.2 Residual Relaxation and Distance Limits

In order to resolve distance information through the temperature dependence

of TM , the first term in Eq. 2.1 must dominate the decoherence process. There-

fore, reducing the second term, the residual decoherence rate Λ, is the key to the

observation of spin bath quenching at longer inter-electron distances, where the

electron-electron interaction becomes weaker. Conversely, a dramatic increase in

the Λ value would be a substantial threat to the observation of spin bath quench-

ing. The previous investigation of spin bath quenching of nitrogen impurities in

diamond proposed that the residual decoherence is due to the neighboring nu-

clear spins, in their case largely from 13C.94Similarly, the most likely candidate

for residual decoherence in our system is the proton/deuterium spin bath, which

can be broken down into the deuterons of the solvent, the residual protons of the

solvent, and the protons of the TEMPO molecule itself.
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Figure 2.5: Effect of Solvent Deuteration of Residual Relaxation. 1
TM

values for solutions of 4-Amino-TEMPO in H2O/glycerol solution. Temperature
dependence is only observed for r̄ <1.5 nm due to the extremely high residual
relaxation from protons in the solvent.

Measurements of nitroxide solutions show that TM values are shortened by

more than an order of magnitude in an H2O/glycerol solvent compared to the

original perdeuterated solvent. For inter-electron distances longer than ∼1.5 nm,

the fast decoherence from the solvent protons overwhelms the effects from the

electron spin bath, and TM is independent of temperature. However, in samples

with inter-electron distances shorter than 1.5 nm, decoherence driven by the elec-

tron spin bath is sufficiently fast to compete with the nuclear spins. Thus, the

TM values in Fig. 2.5 again display the characteristic temperature dependence

expressed in Eq. 2.1.

Given the immense, though not unexpected, effects of a non-deuterated solvent

on Λ, the role of the methyl protons of the TEMPO molecule itself was investi-

gated with deuterated 4-Amino-TEMPO dissolved in the original D2O/d-glycerol
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Figure 2.6: Effect of Deuterated TEMPO on Residual Relaxation. Tem-
perature dependent 1

TM
for two different samples of deuterated 4-Amino-TEMPO

compared to standard 4-Amino-TEMPO. Differences are only apparent at low
temperatures which is consistent with TEMPO protons increasing the relaxation
of the nuclear spin bath. The discrepancy in the residual relaxation Λ is apparent
for the r̄ =1.8 nm samples.

solvent. We found that TM as a function of temperature is similar for deuterated

and non-deuterated TEMPO molecules, except at temperatures below 3 K, as can

be seen in Fig. 2.6. Decoherence times approaching 77 µs, 1.5x longer than the 50

µs measured with non-deuterated TEMPO, are achieved in deuterated TEMPO

at 2 K. Thus contribution of TEMPO methyl protons to residual decoherence Λ

is discernible, but only below 3K, and only in an already completely deuterated

environment.

The residual relaxation, Λ, provides a means of identifying the electron spin

decoherence processes that are unrelated to the dipolar interactions between elec-

tron spins. At the lowest temperatures of our measurements, the phase memory

time was considerably longer in deuterated than non-deuterated solvents, impli-
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cating fluctuations in the nuclear spin bath as the dominant contributor to Λ.

The immense increase in Λ in H2O compared to D2O demonstrates that protons

of water are a substantially stronger relaxation agent than the molecular pro-

tons on the nitroxide radical. The lack of influence that molecular protons have

on decoherence is expected from their reduced involvement in spin diffusion re-

sulting from the large shift in resonance frequency given their proximity to the

unpaired electron.38,55,93,102 This has been observed experimentally for nitroxides

at X-Band, where the methyl protons—located within the estimated 6 Å diffu-

sion barrier of the electron spin—are found to not contribute significantly to the

proton-mediated electron spin decoherence process.102 This diffusion barrier ex-

plains the minimal effect of eliminating the nitroxide’s protons, though the data

below 3 K shows that these molecular protons are not entirely irrelevant as a

source of decoherence.

As shown in Table 1, the r̄ =1.8 nm nitroxide sample shows a consistently

larger Λ than other samples, though the relaxation rates still plateau below 2 K.

While this did not affect the observed distance dependence, it is interesting that it

also appears in samples prepared with deuterated TEMPO, as can be seen in Fig.

2.6. This suggests that for shorter inter-electron distances, an additional contri-

bution to residual relaxation may emerge. Deuteration of the TEMPO molecule

still reduces the residual relaxation for the r̄ =1.8 nm sample, which indicates

that the nuclear spin bath remains an important contributor to residual electron
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Figure 2.7: Spin Bath Quenching in Spin-Labeled Vesicles. A: 1
TM

as
a function of temperature for various PC-TEMPO distances in DOTAP vesicles.
Clear distance dependence is observed, and is well described by Eq. 2.1 except for
r̄ =2.53 nm, where the spins are far enough apart that 1

TM
is roughly constant.

B: Values of W , extracted from fits to Eq. 2.1 plotted against the PC-TEMPO
concentration show the W ∝ n

3
2 dependence expected in a quasi-2D system. The

solid red line shows a line with fixed slope of 1.5 as expected for W ∝ n
3
2 , while

the dashed blue line is a linear fit to the data which agrees with a slope of 1.5
to within the fitting error. The resultant correlation coefficient of -0.969 confirms
that the linear regression is justified.

spin relaxation, and any additional relaxation source is not dominant. For ni-

troxides in a protonated solvent (in Fig. 2.5), where short inter-electron spin

distances were probed, no substantial increases in Λ are observed with increasing

concentration—likely because they are masked by fast decoherence from protons

in the solvent. While the cause of the increase in residual relaxation cannot be

identified from these measurements, it is possible that additional spin-spin in-

teractions are present at short distances, or that the high radical concentration

caused modification of the glassing and partitioning of spins upon freezing.
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2.3.3 Application to A Model Membrane

We have thus far determined that the use of spin bath quenching with pro-

tonated spin labels freely dissolved in deuterated solvents is sensitive to inter-

electron distances from 1.8 to 6.6 nm. We now address how the spin labeling

of biomolecules will affect measurements of spin bath quenching. Here, non-

deuterated spin labeled lipid vesicles are used as model systems to investigate

whether distance-dependent spin bath quenching can be observed in biological sys-

tems. Unilamellar vesicles of 200 nm diameter were prepared from DOTAP(1,2-

dioleoyl-3-trimethylammonium-propane (chloride salt)) lipids mixed with vary-

ing fraction of PC-TEMPO(1,2-dioleoyl-sn-glycero-3-phospho(TEMPO)choline),

a lipid functionalized with a nitroxide spin probe off the headgroup. The prepa-

ration of vesicles followed published techniques106 and details of the vesicle com-

position can be found in Table 2.2. Measurements were carried out on protonated

lipid vesicles in a deuterated solvent to prevent the dramatic reduction of TM

seen previously. In Fig. 2.7A, a clear temperature dependence is observable for

average inter-electron distances less than ∼1.5 nm (corresponding to a ∼8-15 %

PC-TEMPO/DOTAP fraction). What is most striking is that small differences

of 0.1 nm in average inter-electron spin distances can be easily observed in the

spin bath quenching in this disordered biological system, even though the overall

distance range is limited. At 2 K the values of TM coalesce and plateau to ∼6.25

µs—a rate ∼8x faster than for non-deuterated nitroxide probes freely dissolved in

80



a fully deuterated solvent. The temperature dependence is again well described

by Eq. 2.1, as depicted with the solid fit lines in Fig. 2.7A. Phase memory times

of these samples with an average inter-electron distance of r̄ =1.5 nm and longer

are independent of temperature, and consistent with the low temperature plateau

found in more concentrated samples. This is depicted by the vesicle system with

r̄ =2.5 nm trace in Fig. 2.7A, which no longer shows significant temperature

dependence.

We did not attempt distance extraction for the vesicle samples, but the char-

acteristic flip-flop rate (W ) determined by the fits to Eq. 2.1 show a clear de-

pendence on the PC-TEMPO concentration in Fig. 2.7A. On the surface of lipid

vesicles, we expect the characteristic flip-flop rate is still simply related to average

inter-electron distance by W ∝ 1
r̄3 . However, as the spin labels are bound to the

quasi-2D vesicle surface we have r̄ ∝ 1
n2 , rather than r̄ ∝ 1

n3 as in a 3D system.

This implies W ∝ n3/2 for 2 dimensional systems, which agrees well with the data

shown in Fig. 2.7B. The data (in Log/Log form) is well described by a linear re-

gression with a high correlation coefficient, the slopes of linear fits agree with the

model to within the uncertainty of the fit, and the scatter does not appear system-

atic. Therefore, the simple flip-flop model does describes the experimental data

of this model system well. The data from the spin-labeled vesicles presented in

Fig. 2.7B has slightly larger than expected scatter. This may result from greater

sample-to-sample variation in these more complex samples, such as variation in
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per-vesicle spin-label concentration. However, the data is still most consistent

with the expected dipolar interaction in 2-dimensional system.

Notice the dependence in Fig. 2.7B is clearly distinct from a 3D system where

W was shown to increase linearly in concentration and confirms we are accessing

inter-electron distances on the 2D surface of a vesicle. This finding demonstrates

that a calibration curve could also be employed to map B-Spin flip-flop rates to

inter-electron distance in this important and common biological surface.

In order to investigate the residual relaxation process in a different lipid vesicle

system, the r̄ =2.5 nm sample was compared to an identical concentration (with

similar inter-electron distance) of PC-TEMPO distributed in DOPC (1,2,dioleoyl-

sn-glycero-3-phosphocholine) lipid vesicles. TM for the DOPC/PC-TEMPO vesi-

cles was also temperature independent, but only 70% of the TM value of the

DOTAP/PC-TEMPO sample (4 µs vs 5.5 µs). In the case of vesicle systems,

it is reasonable to observe faster residual decoherence rates than for free nitrox-

ide solutions, as the spin-label is tethered to a macromolecular surface with high

proton concentrations, and thus is subject to additional decoherence mechanisms.

The comparison of TM of vesicles with different lipid compositions confirms that

decoherence effects arising from the vesicles themselves limit the low temperature

phase memory times. The faster relaxation in DOPC vesicles may be attributed

to the longer hydrophilic headgroup region of the DOPC compared to the DOTAP

lipid, which means the TEMPO label is located closer to the molecular protons of
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the vesicle surface than in DOTAP vesicles. Interestingly, much as for nitroxides

in a protonated solvent, spin-labeled vesicles (in Fig. 2.7) with short interspin

distance do not display substantial increases in Λ at increased concentration (as

emerged for free-in-solution nitroxides). This supports the supposition that the

effect for nitroxides in protonated solvent was masked by the fast proton relax-

ation (and is now masked by the relaxation effects from the lipids, rather than

the solvent).

2.3.4 Potential Distance Limits and Application for

Studying Geometry and Clustering

A concentration series of nitroxides in fully deuterated solvent mimics an ’ideal’

system, making it a good gauge of distance ranges which may be resolved through

spin bath quenching with nitroxide labels. Inter-electron distances out to roughly

7.2 nm should be resolvable based on the longest distance where temperature de-

pendence can be observed. This is crudely estimated by the inter-electron distance

at which the first term of Eq. 2.1 is 5x smaller than the second term at 20 K with

Λ =20 kHz. The prediction is sensible as we correctly measure r̄ =6.6 nm, but

the temperature dependence is relatively weak. The use of deuterated TEMPO

radicals resulted in a roughly 40% decrease in the residual relaxation rate. In this

case, the estimate for a long distance limit rises to ∼8.1 nm, which approaches

the limits of pulsed EPR distance measurements. In real biological systems, the
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protons of the solvent, buffer, or the biomolecule itself will be large contributors

to Λ. Thus, it is likely that the deuteration of nitroxides would only be useful for

extending the range of distance measurements via spin bath quenching in samples

which are otherwise already fully deuterated.

Conversely, measurements down to roughly 1.1 nm are possible based on our

ability to measure the full temperature dependence of the phase memory time.

This was determined from the inter-electron distance that, at 20 K and Λ =20 kHz,

gives a phase memory time of 1 µs—a rate that can be reliably measured using

the 650 ns pulses typical for our system. Although no distances this short were

measured for our samples in deuterated solvent, Fig. 2.5 shows that TM below 1

µs were measured for concentrated samples in non-deuterated solvents. For short

distances, our work with lipid vesicles demonstrates that average inter-electron

distances can be differentiated with ∼0.1 nm resolution. While this resolution

may decrease at longer inter-electron distances, where the dependence of W is no

longer as responsive to changes in distances, for short distances this gives excellent

sensitivity for changes in inter-electron distance.

Measurements of free-in-solution nitroxides show that distances above 6 nm

are accessible in systems with broad distance distributions, so long as the resid-

ual decoherence rate, from the nuclear spins for instance, can be kept slow. In

addition to solvent deuteration, common EPR techniques for lengthening phase

memory times can be employed, such as: strategic spin labeling of molecular sites
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known to present longer phase memory times, or utilization of deuteration of the

biomolecule itself, as is routinely done in NMR spectroscopy, and also has been

employed in DEER measurements to lengthen the accessible distance ranges.93

Further, this approach is not limited to nitroxide probes, and previous work

has investigated carrying out distance measurements with different paramagnetic

species. For instance, the effects of fast relaxing, high-spin Fe(III) on nitroxide

T1e have been investigated and used for distance measurements,107,108 and both

Gd3+-nitroxide109,110 and Gd3+-Gd3+ 111,112 distances have been measured using

DEER. Thus, many possibilities exist to expand on this work, pushing towards

EPR distance measurements in non-pairwise systems with wide distance distribu-

tions out to, or beyond, lengths currently achievable with DEER.46 The potential

of this with a high-spin ion is discussed in Section 2.4

Beyond distance measurements, the dependence of the extracted spin flip-flop

rate (W ) on concentration (n) provides information about the geometry, arrange-

ment or assembly of biological constituents. In isotropically dispersed systems,

like that of freely dissolved nitroxide molecules in 3D solution, we expect a de-

pendence of W ∝ n. Alternatively, in a 2D environment, such as for nitroxides

bound to the surface of a 200 nm diameter lipid vesicle, a W ∝ n
3
2 dependence

is expected. Interestingly, there are also important 1D systems in biology, such

as elongated amyloid fibers found in neuro-degenerative brain tissues.113 There

are many examples of biomolecular systems where the geometry of growth and
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assembly processes are not known, for instance in the early and transient stages

of the aggregation of proteins to oligomers and soluble fibrils, or the assembly of

proteins on lipid membrane surfaces. Previous work has used cw-EPR lineshape

analysis at 10 GHz to examine dimensionality in dendrimer systems.114 We suggest

that, in addition to providing nanometer scale distance information, quantifica-

tion of spin bath quenching can discern the geometry of growth and arrangement

of complex biomolecular systems presenting considerable disorder, where the di-

rect extraction of the dipolar frequency through DEER is not possible. Further

investigation of the capabilities of spin bath quenching to study dimensionality as

well as clustering in biological systems is presented in Section 2.5.

2.4 Observing Long Distances by Decoherence

in Gd3+

After identifying the mechanism of spin bath quenching and exploring its

ability to reflect interspin distances, the question of applicability rises. A key

limitation in applying spin bath quenching in nitroxides is the effect of resid-

ual relaxation (Λ) overwhelming the temperature dependence, as is observed in

spin-labeled vesicles. This inspires the investigation of alternative spin systems

to study spin bath quenching. Certain spin labels may better isolate the para-

magnetic species from the nuclear environment and reduce the effects of residual

86



relaxation. Alternatively, the increased strength of dipolar interactions between

high-spin species should increase the effect of spin bath fluctuations over residual

relaxation. Therefore, spin bath quenching with other labels may prove easier to

observe in a complex biological system or at longer distances than with nitroxides.

It is found that Gd3+ in particular offers an exciting combination of advantageous

traits. As Gd3+ plays a large role in Part 1 of this dissertation, we take a moment

to outline its status as a nearly ideal spin system for high-field EPR due to its

well understood chemistry, high spin, and symmetric orbital configuration. As

we propose using Gd3+ in biological systems, Section 2.4.1 begins by discussing

the existing capabilities of utilizing Gd3+ as a spin-label, before addressing the

advantages of Gd3+ as a high-field, pulsed EPR probe (Section 3.2 addresses the

Gd3+ spectrum in more detail).

2.4.1 The Gd3+ Ion as Suitable Probe for Pulsed, High

Field EPR on Biological Systems

Gd3+ in MRI and NMR

Gd3+ is a spin 7/2 ion resulting from the stable arrangement of 7 unpaired

electrons in a half-filled 4f-orbital. It has emerged as the contrast agent of choice

for use with MRI due to its ability to shorten relaxation times (T1 and T2) of

nearby protons, allowing enhancement of MRI signals in water around the ion.

The figure of merit for a relaxation agent is its relaxivity115 which is defined as
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the change in the T1 or T2 of protons per concentration of contrast agent. Gd3+’s

high spin, resulting from the largest number of unpaired electrons (7) in a known

ion, is part of its suitability as a contrast agent.116 However, other ions have larger

magnetic moments due to orbital angular momentum, but the symmetry of Gd3+

half-filled f orbital results in a comparatively long relaxation times (100’s of ps

to several ns in water), which allow it to better relax water protons than these

spins with larger magnetic moments.116 Despite these features, Gd3+ itself seems

to be a poor choice for any medical or biological application due to its acute

toxicity.117,118 As a result, Gd3+ is always embedded into a coordination complex,

which binds tightly to the ion through a series of coordination bonds (ideally 8).

A wide variety of these coordinating complexes exist offering different properties,

binding affinities, and relaxivities116,119 and development is ongoing to improve

their capabilities (with continued interest in systems besides Gd3+).120 Clearly,

gadolinium contrast agents represent an entire field of research, existing at the

intersection of chemistry, biology and medicine. But the extensive knowledge of

Gd3+ coordinating-complex chemistry from MRI makes it an attractive probe for

spin-labeling as it provides a information reserve for the chemistry of coordinating

Gd3+.

Indeed, lanthanides in general, and gadolinium specifically have already found

use for magnetic resonance studies of structural biology in NMR. Due to the same

strong relaxation effects leveraged in MRI, the binding of Gd3+ to a biomacro-
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molecule substantially affects the NMR signal of nuclei near the binding site.

Early work focused on applications to proteins which inherently bind a metal

ion to study the local environment near the binding sites,121 and the technique

has seen substantial quantitative development with multidimensional NMR to

identify the specific residues where binding occurs and the binding pKa’s.122 In-

creasing capabilities of protein chemistry have seen the development of a variety

of techniques to label biomolecules with Gd3+, allowing it to be used as a part

of structural determination.123–125 As a result a variety of Gd3+ labeling schemes

have been developed.126–129 While not all of these structures are ideal for EPR

spin-labeling, the existence of this work for labeling proteins is fortuitous as a

variety of Gd3+-labels do exist, and we are assured that optimal design of both

coordinating complexes and labeling schemes are possible with existing chemical

synthesis knowledge.

Gd3+ in EPR

Gd3+’s half-filled 4f orbital results in an ion with no orbital angular momentum

and a symmetric wavefunction. The ground state of the system is 8Gd7/2 as a

result of having no orbital angular moment. This S=7
2

ion then has 8 possible

spin states: |± 1
2
〉, |± 3

2
〉, |± 5

2
〉, |± 7

2
〉. These levels are not fully degenerate at zero

magnetic field due to zero-field splittings (ZFS), which emerge from interactions

of the unpaired spin with one-another as well as the electrostatic field of the
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Figure 2.8: The Gd3+ Spectrum at 240 GHz. The 5 K echo-detected spec-
trum of GdCl3 at r̄=3.8 nm (5 mM) shows the narrow |− 1/2〉 ↔ |1/2〉 transition
centered on the broad peak associated with the transitions of the other states.

surrounding environment.22,130 However, as a result of the symmetry of the orbital

and lack of angular moment, the ZFS is small and at high magnetic fields, the

Zeeman term dominates by many orders of magnitude (typical values for ZFS are

10’s of mT). Thus, to a very good approximation, the given Zeeman kets |mZ〉

are “good” eigenstates for discussing the system.

The observed EPR signals emerge from the allowed transitions (i.e. ∆SZ =

±1), meaning there are 7 allowed transitions of the form | − 7
2
〉 ↔ |− 5

2
〉, | − 5

2
〉 ↔

| − 3
2
〉, . . . . If only the Zeeman transition were considered, each transition would

occur at an identical frequency, but the ZFS lifts this degeneracy, and spreads the

total resonance over 100’s of mT (still a fraction of the applied field).

Given the spherical symmetry of the orbital, the g-value for Gd3+ is unaffected

by rotation, meaning that the Zeeman term of the Hamiltonian is not dependent

on the relative orientation of the Gd3+ ion in the magnetic field. As a result of the

90



isotropic g-value, the zero-field interactions are the major factor that determines

the spectral lineshape of Gd3+ and this becomes critical when evaluating the cw

EPR spectra, as will be done in Chapter 3. However, for the sake of discussion

of measurements of the relaxation times of Gd3+, it is sufficient to note that the

spectrum is quite broad at 8.5 T, covering ∼0.2 T due to broad distributions of

ZFS parameters and the orientational dependence. As will be covered in more

detail in Chapter 3, the central transition (| − 1
2
〉 ↔ |1

2
〉) is unaffected by ZFS to

first order,112 and thus is quite narrow (and becomes narrower as B0 is increased).

This yields a very narrow central transition on the back of a broad, rather fea-

tureless distribution of the other transitions. A representative, field swept echo

measurement is shown in Fig. 2.8

In looking at the properties of Gd3+ for pulsed EPR, there are several key ad-

vantages when compared to nitroxide based radicals. The isotropic g-value is an

advantage for DEER at high fields as orientation selection of the spectrum com-

plicates measurements of nitroxides at these fields.112 Further, the T1e relaxation

time of Gd3+ complexes remain rather short even at low temperatures (<300 µs at

95 GHz and 25 K112,131 and shorter when measured at 240 GHz). By comparison,

the T1e for nitroxides is much longer (at 240 GHz ∼1 ms at 50 K and ∼5 ms at

25 K),38 which affects the rate at which spectra can be averaged. As low temper-

atures are typically necessary for pulsed EPR at high magnetic fields (as a way
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of lengthening TM), decreases in T1e and the associated increases in experimental

repetition time can dramatically improve the quality of data collected.

Finally, a high-spin ion couples more strongly with the applied pulses, resulting

in a π
2

pulse which a 4x shorter than for an S= 1
2

system as can be realized by

examining the ŜX operator for an S=7
2

system (see Appendix B). The importance

of this is easily understood at high magnetic fields, where source power is highly

limited. A factor of 4 decrease in pulse length is equivalent to a factor 16 increase

in available power. This significantly shortens pulse sequence, opening the door

to measurements of more rapidly relaxing systems, including the option of moving

to higher temperatures.112

2.4.2 Measurements of the Temperature Dependence of

TM in Gd3+

The suitability of Gd3+ as a spin probe for pulsed EPR at high fields, combined

with its suitability as a spin-label for studying biology raises exciting questions

about whether it can be utilized to improve the distance ranges accessible with

spin bath quenching. This hope is raised as a result of Gd3+ being a high-spin ion.

Therefore, the dipolar interactions between the spins can be substantially larger;

for instance, the |7
2
〉 state generates a dipolar field 7x larger than for a |1

2
〉. As

a result, one expects that the dipolar coupling is relevant over a wider range of

distances, which may increase the range over which spin bath quenching is visible.
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In order to address this, identical studies as in Section 2.3 were carried out

using a Gd3+ paramagnetic species. In this case, GdCl3 was used as it is widely

available, easily soluble in water, and small. As with the study in Section 2.3, we

utilized random solutions in D2O and d-glycerol. The phase memory time (TM)

was measured at 240 GHz using a spin-echo sequence of 175 ns - τ - 275 ns - τ ,

in which the optimum lengths of the first and second pulses were found to give

the best echo intensity and shape. Notice that these lengths are consistent with

the expectation that for high-spin Gd3+, the pulse lengths should be reduced by

a factor of 4 (for S= 1
2

in nitroxides we used 650 ns and 750 ns respectively). The

echo decay was measured at the point of maximum signal, corresponding to the

center of the |1
2
〉 ↔ | − 1

2
〉 transition. The echo decay shapes (shown in Fig 2.9A)

were found to be largely exponential (in contrast to the decays in nitroxides), and

therefore fits for the echo area ∝ exp(−( 2τ
τM

)α), with α = 1. Notice that τM = TM

in this limit as Γ(2) = 1.104

As with the phase memory times of nitroxide at 8.5 Tesla, we observe a strong

temperature dependence of TM for GdCl3 at temperatures below 20 K as is shown

for an r̄ = 4.8 nm (2.5 mM) sample in Fig. 2.9B. However, the temperature de-

pendence is not the same as observed with nitroxides: though TM flattens some

for temperatures above ∼20 K, there is no corresponding plateau below 2 K, and

the shape of the temperature dependence does not follow that in Eq. 2.1. How-

ever, this is not unexpected; the model proposed in Eq. 2.1 is derived specifically
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Figure 2.9: The Gd3+ Echo Decay in GdCl3. A. The decay of the echo area
of an r̄=4.8 nm (2.5 mM) sample of GdCl3 in D2O/d-glycerol measured at 240 GHz
and 10 K. The decay was fit to a simple exponential of the form ∝ exp(−( 2τ

τM
)).

A. The phase memory times ( 1
TM

) for the r̄=4.8 nm (2.5 mM) sample of GdCl3
as a function of temperature show a strong temperature dependence, though it is
not characteristic of spin bath quenching in Eq. 2.1.

for an S= 1
2

system, whereas now we have an S= 7
2
, with 8 energy levels, whose

populations depend strongly on temperature (and in a more complex way). Phe-

nomenologically similar flip-flop models exist in literature for high-spin systems,96

but they do not appear to describe the data well, suggesting that the mechanism

is not fully encapsulated. Further, this model assumed that the relaxation is based

on a flip-flop process involving energy conserving transition between spins. Now,

however, we find that the spin-lattice relaxation time is comparable to TM . For

instance for the sample in Fig. 2.9, T1e ranges from ∼2 µs to 60 µs between 50 and

2 K. In this case, it is possible that individual spin flips may begin to contribute

to the relaxation process, which would render the flip-flop model inapplicable

(though it is, of course possible that both processes contribute).
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Figure 2.10: Temperature Dependence of the Phase Memory Time of
GdCl3. Temperature dependent 1

TM
values for several different samples of GdCl3

in a deuterated solvent. While the shape does not follow that of nitroxides in
Fig. 2.2B or given in Eq. 2.1, we see that TM still coalesces as low temperatures,
and is strongly dependent on average nearest neighbor distance at high tempera-
tures. We see dependence on distance out to ∼10 nm, far longer distances than
in nitroxides.
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Despite incomplete understanding of the shape for the temperature depen-

dence, measurements were carried out on a concentration series of GdCl3 with the

results shown in Fig. 2.10. The shape of the temperature dependence is similar

in all samples, but we see clear trends reminiscent of the nitroxide concentration

series. At high temperatures, though the traces do not flatten out (as would be

expected in spin bath quenching), there is a clear dependence of the TM values

based on the the interspin distances, with the shortest interspin distances yielding

substantially shorter relaxation times. Alternatively, at low temperatures, while

the traces do not plateau, they do all coalesce. This behavior indicates sensitivity

in the temperature dependence to the average interspin distances, which results

directly from spin-spin coupling (as it is evidently quenched at low temperatures).

While the precise mechanism needs to be investigated, there are clear effects out to

very dilute concentrations (corresponding to long interspin distances). As com-

pared to nitroxides, where effects vanished around r̄ =6.6 nm (1 mM), we see

effects out to r̄ =10 nm (300 µM), and are in the processing of investigating even

longer distances.

It appears that the high-spin state of Gd3+ expands the range over which

the temperature dependence of TM depends on average interspin distance. How-

ever, the description of this as spin bath quenching is currently not complete.

Though the behavior is indicative of a resolvable difference in behavior, it can

not be connected to a simple mechanism as was possible in the nitroxide case.
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Figure 2.11: Phase Memory Times During Spin Labeling. A. Shows the
structure of 4MMDPA (bound to the cysteine residue of a protein),129 which is
commercial available, binds Gd3+ and labels protein similarly to MTSL. B. The
temperature dependence of TM is shown for a 1 mM concentrations of several
different forms of Gd3+. Upon binding (in a 1:1 ratio) of GdCl3 with the 4MMDPA
complex, the phase memory time shortens, but maintains the same shape (shown
in red and green respectively). When 4MMDPA is bound the protein, the phase
memory time does not drop substantially, suggesting that Gd3+ is less prone to
fast relaxation as a result of labeling a biomacromolecule.

However, the extended distance range is exciting enough to warrant further in-

vestigation. A critical concern is whether or not such work could ever be utilized

in a biological situation. As was observed for nitroxides, upon spin-labeling of a

biomacromolecule, we see that the potential exists for the interaction between the

spins to be obscured by relaxation from other sources.

In order to address this, we carried out measurements using a Gd3+ coordinat-

ing complex that can easily be functionalized to the cysteine residues of a protein

(through SDSL).129 The structure of 4MMDPA, a dipicolinic acid that chelates
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Gd3+ is shown in Fig. 2.11A. We investigate the effect of coordinating Gd3+ to

the tag, and the effect of then attaching the tag to a water-exposed site on a pro-

tein (in this case, Proteorhodopsin, a membrane protein that acts as a light-driven

proton pump).41,132 We see that, when complexed with the 4MMDPA agent, there

is a drop in the phase memory time of Gd3+. However, when the 4MMDPA is

functionalized to the protein, it appears that the phase memory times do not

change substantially across the majority of the temperature range (though at low

temperatures there is some discrepancy). Thus, the majority of difference is ob-

served upon binding of the Gd3+ to the complex, which is not unexpected as

in the coordinating complex 3 fewer sites are filled in D2O, which may increase

relaxation. Additionally, when using 4MMDPA complex, a lower d-glycerol con-

centration was used (in preparation for eventually binding to Proteorhodopsin)

than when utilizing GdCl3, which may also contribute to the observed changed

in relaxation. However, the change in relaxation upon coordination is less than a

factor of two, which is small compared to the order of magnitude change observed

when the nitroxide radical was bound to the the spin-labeled vesicle (for instance,

in Fig. 2.7). Thus, this suggests that even in spin-labeled biomacromolecules

(like the Proteorhodopsin presented here), the phase memory time remains long

enough to support the potential for observing long distances, though this would

need to be subjected to further studies to confirm.
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Figure 2.12: Spin Bath Quenching in TOTAPOL.A.TOTAPOL is a rigid
bis-nitroxide structure with a ∼1.3 nm interspin distance.133 B. The temperature
dependence of 1

TM
for TOTAPOL is well described by Eq. 2.1. The curve appears

different than our measurements of a short interspin distances (Tempo 50 mM)
and the comparable concentration of Tempo (2.5 mM). However, fits to Eq. 2.1
shown in Table 2.3 suggest that the Λ and W are controlled by two different
relevant distances.

2.5 Studying Pairwise Systems and Clustering

with Spin Bath Quenching

The work presented in this chapter has, up to this point, solely targeted ran-

dom distributions of spins in either 3D or 2D systems. However, it is interesting to

consider the case of probing more rigid distances (or even to approach attempting

pairwise distance evaluation). In order to investigate the potential for this, we

conducted studies to examine the effect of spin bath quenching in flexible bridge

molecules, where a pair of spins is tethered together with a linker. We begin

by considering the original, S= 1
2

example of studying nitroxide based probes.

A commercially available radical pair called TOTAPOL was utilized (a sketch is
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shown in Fig. 2.12A), where the rigid linker separates two nitroxide moieties (in

this case, the molecule acts like a ruler due to the rigid interspin distance).133 The

distance between the spins is ∼1.3 nm,133 which is short by the standards of the

study in Section 2.3. However, when working at a molecular concentration of 2.5

mM (corresponding to 5 mM spin concentration), the phase memory times are

substantially longer than, for instance, the r̄ =1.78 nm (50 mM) samples (taken

from Fig. 2.3), as shown in Fig 2.12B.

At first, this discrepancy may seem unexpected, as the spin bath quenching

model predicts that shorter inter-B-spin distances should lead to strong spin bath

quenching effect. However, in the case of the TOTAPOL molecule, while each

spin has a nearest neighbor that is close, the corresponding next nearest neighbor

(with which we expect the nearest neighbor to flip-flop), is quite far away (r̄ = 4.8

nm if we neglect size exclusion effects). For comparison, we also plot 1
TM

for the

r̄ = 4.8 nm (2.5 mM) concentrations (taken from Fig. 2.3). We can see that the

temperature dependence of TM for the TOTAPOL molecule is different from both

of the nitroxide curves, which might suggest that neither relevant distance (the

“short” distance of ∼1.3 nm, nor the intra-TOTAPOL distance ∼ r̄ = 4.8 nm) is

solely controlling TM .

To investigate this further, we carried out fits to Eq. 2.1 and found that, like

the curves for nitroxides, the temperature dependence of TM can be well described

by the model. By examining the result in Table 2.3, we can see that the two pa-
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rameters of Eq. 2.1 seem to reflect the two relevant distances in the system. For

reasons which remain unclear, when working with concentrated systems like the

r̄ = 1.78 nm (50 mM) sample, the residual relaxation Λ was found to increase

substantially (see Table 2.1). A similar residual relaxation is found in the TO-

TAPOL molecule. However, W , the term that is linked to the dipolar flip-flop rate

(and hence average distance between next nearest neighbors), is found to agree

almost exactly between the TOTAPOL molecule and TEMPO molecule, when

both are at similar concentration. This suggests that Λ is strongly affected only

by nearest-neighbor distances (and evidently only for close distance), whereas W

(as was explained above for the spin bath quenching model) rather reflects the

average distance between next nearest neighbors.

Further investigation of this was done utilizing Gd3+ molecules bound in co-

ordinating complexes tethered together. In this case, we utilized a Gd3+ coor-

dinating complex based on DOTA contrast agents from MRI (Gd595 shown for

reference in Fig. 2.13A),131 which binds the Gd3+ in a highly symmetric environ-

ment. Two tethered molecules were investigated, one where a pair of Gd595 are

tethered together, and one where three Gd595 moieties are tethered (Fig. 2.13C

and Fig. 2.13B respectively). The linker structure is flexible, yielding a broad

distribution of distances, but the maximum of the distribution is ∼1.6 nm137 in

the dimer and is expected to be similar in the case of the trimer. Measurements

of the phase memory times in Fig. 2.14 show that a strong temperature depen-
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Figure 2.13: Structure of Gd3+ Coordinating Complexes. Show the three
Gd3+ coordinating complexes used in the study. In all cases Gd3+ is complexed in
a similar environment, but then tethered with flexible bridge structures.131,134–136
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Figure 2.14: Temperature Dependence of the Phase Memory Time of
Complexed Gd3+. The phase memory times (TM) of various samples containing
Gd3+ are shown, all of which demonstrate a strong temperature dependence. We
see that the bis-Gd3+ molecules C2-Gd595 has a nearly identical behavior to a
free solution of GdCl3 at the same concentration, despite the existence of very
short (∼1.6 nm) nearest neighbor. When the tris-Gd3+ complex C3-Gd595 is
used, the temperature dependence of the phase memory time changes, but is not
equivalent to a 2.5 mM GdCl3 solution (which is approximately the same total
spin concentration).

dence is still observed in these bridge structures, and at low temperatures the

relaxation times coalesce with measurements of the free-in-solution GdCl3. The

dimer molecule has nearly identical temperature dependence as free-in-solution

GdCl3, which agrees with the measurement in TOTAPOL suggesting that the

depth of the temperature dependence emerges largely from the distance between

the molecules (as this is the next nearest neighbor distance). Alternatively, we see

that when the trimer is measured, TM drops (giving a larger depth) indicative of

spin bath quenching. Thus, these measurements distinguish between the number

of spins complexed, rather than being controlled solely by concentration.
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This, together with the nitroxide data suggests that spin bath quenching is

sensitive to the clustering of spins, rather than simply pairwise distances (which

do not change substantially between the dimer and trimer). This is sensible, as

the spin bath quenching model requires two B-spins to interact, and in a dimer

molecule the distance between B-spins is controlled by the intermolecular distance

(not the distance of the ruler). When spin begin to cluster, there are more nearby

B-spins, which should increase the strength of the spin bath quenching. More work

is necessary to confirm and quantify these clustering effects, however, the ability

to address clustering, rather than pairwise distances is important. Many biological

systems oligomerize, or cluster (in different dimensions), and the ability to unravel

the structure, or number of interacting spins could be critical to identifying these

structures.

2.6 Impact of Spin Bath Quenching

This chapter provides a comprehensive overview of the distance dependence

of spin bath quenching at high fields and low temperatures for nitroxide based

spin probes. While spin bath quenching does act as a probe of interspin distance,

it is strongly limited for nitroxides when other relaxation terms dominate. This

was found to strongly limit its application. However, the promising outlook is

that alternative, Gd3+ probes appear to be more sensitive to spin bath quenching

(that is, out to long distances), and less affected by the surrounding nuclear spin
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bath. This is demonstrated for a random solution of GdCl3, and with a spin-

labeled protein. Further, the application of this to study clustering as well as

distances is evident, as different relaxation effects appear to be controlled by

different relevant distances. Unfortunately, even for nitroxides the model used

was incomplete, and though it described random solutions well, it likely must be

refined to treat more complex distance distributions. The case in Gd3+ is in fact

worse, as spin bath quenching is not explicitly observed (though the temperature

dependence is phenomenologically similar). Thus, it seems that an improved

model (either for nitroxides, or for Gd3+) should be developed to help quantify

the newest experimental results.
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PC-

TEMPO

Concentra-

tion

(mM)

DOTAP

Concentra-

tion

(mM)

DOPC

Concentra-

tion

(mM)

Percent

Spin

Label(%)

Average

Intespin

Distance

(nm)

0.98 35.84 0 2.76 2.53

2.95 35.84 0 8.23 1.46

4.11 35.84 0 11.47 1.24

4.49 35.84 0 12.56 1.18

4.61 35.84 0 12.86 1.17

5.57 35.84 0 15.54 1.06

0.94 0 45.98 2.04 2.93

Table 2.2: Vesicle Compositions, Interspin Distances. Vesicle composi-
tions. The concentration of various vesicle samples prepared for this work with
corresponding average inter-electron distances calculated as described in Appendix
A
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Compound

Molecular

Concentra-

tion

(mM)

Average

Inter-

molecular

Distance

(nm)

Pairwise

Distance

(nm)

Dipolar

Coupling

W (kHz)

Residual

relax-

ation Λ

(kHz)

TEMPO 50 1.8 — 1,050 33.2

TEMPO 2.5 4.8 — 68.8 19.6

TOTAPOL 2.5 4.8 1.3 64.0 33.2

Table 2.3: TOTAPOL and TEMPO Comparison. Compares the rigid dis-
tance and average intermolecule distances for the samples of 4-Amino-TEMPO
and TOTAPOL in Fig. 2.12. The resulting values of the flip-flop rate W and
residual relaxation rates Λ are included from fits to Eq. 2.2. The results suggest
the intermolecular distance controls W while there is an effect from strong coupled
spins (from a close nearest neighbor) in Γ.

107



Chapter 3

Distance Measurements using Gd
Lineshapes

Material in this chapter, as well as Appendix D, including figures and some

detailed experimental information for this work in Appendix A, are originally

published in Ref. 138 (available online), and are reproduced by permission of the

PCCP Owner Societies.

3.1 Introduction

As discussed in Sec. 1.2, when nitroxide spins are less than ∼2.0 nm apart,

their dipolar coupling broadens the EPR lineshape beyond the intrinsic linewidth

an interspin distances between 0.8 to 2.0 nm can be quantified through extraction

of the broadening function from the continuous-wave (cw) EPR spectrum.43,46,47

When distances become longer than 2.0 nm, the intrinsic linewidth of the nitroxide

probe prevents observation of the dipolar broadening.46 and powerful pulsed dis-

tance measurement techniques (for instance DEER)50,52,139 are necessary, which
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can access distances and distributions as long as 6-8 nm.56,140 However, pulsed

EPR distance measurements have limitations. Despite recent advances demon-

strating measurements of short distances on an immobilized protein in solution

at room temperature,141 pulsed EPR measurements most often require temper-

atures below 100 K. Finally, in studies of lipid membrane systems, the effect of

high local spin concentration can dramatically reduce the phase memory time of

spins, rendering PDS difficult, particularly for long distances.142 Thus, if the dis-

tance range of cw EPR-based measurements could be extended beyond 2.0 nm,

it would offer an important alternative to pulsed EPR for rapid measurements

of long length scales relevant to structural biology. These measurements offer

the advantages being applicable in orientationally disordered samples, and un-

der milder experimental conditions. Most dramatically, at temperatures above

the protein-glass transition temperature proteins begin to explore their natural

conformational space.143–145 Thus, the capacity to measure distances beyond 2.0

nm above 200 K offers the opportunity to study the structure and dynamics of

proteins in an environment more representative of ambient biological conditions,

while also allowing for the possibility to track motion. Here we discuss the oppor-

tunities of utilizing cw-EPR for measuring long distances using the Gd3+ spins

introduced in Sec. 2.4.

In this chapter we use a concentration series of GdCl3, which acts as a good

model of potential Gd3+ spin labels in a system with a broad distance distribution,
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as a case study to explore the potential limits for cw EPR distance measurements.

We show that the cw EPR spectra of frozen, random solutions of GdCl3 in deuter-

ated water/glycerol glass at 240 GHz and 10 K are sensitive to dipolar broadening

at average interspin distances up to 5 nm. Calculations of the expected lineshape

broadening for Gd3+ agree with the experiments in random solutions, confirm-

ing that broadening is visible at longer distances than with nitroxides. As these

measurements occurred in a random solution (and therefore a necessarily large dis-

tance distribution), the actual pairwise distance sensitivity is estimated to be ∼3.8

nm. Measurements of bis-Gd3+ complexes with a flexible bridge with ∼1.6 nm

inter-Gd3+ distances shows dramatic broadening, consistent with that found for

a GdCl3 sample with comparable average interspin distances, suggesting cw EPR

measurements will be useful for measuring distances in pairwise systems. The

trends in both experimental and calculated broadening effects are found not to

change at 260 K, introducing the exciting prospect of extending cw EPR distance

measurements out to ∼3.8 nm at much higher temperatures than are typically

possible with DEER using nitroxides. In addition to dipolar broadening, a second

contributor to the EPR lineshape was also encountered at high concentrations,

which results from the large change in the refractive properties of these samples

on resonance, an effect we call refractive broadening. This effect did not inter-

fere with observation of dipolar broadening at long distances, and is irrelevant for

the low spin probe concentrations typically used in biological distance measure-
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ments. However, it is discussed and analyzed in detail to provide a comprehensive

understanding of EPR lineshape effects caused by Gd3+ dipolar broadening.

3.2 Spectroscopic Properties of Gd3+

In the Section 2.4, Gd3+ was introduced as a potential probe of distances

through measurements of the phase memory times (TM). As discussed there,

many advantages of gadolinium are realized in pulsed experiments; however, here

we address the lineshape of gadolinium, and so this section will focus on the

properties of Gd3+ in a cw EPR experiment. The suitability of Gd3+ as a probe in

biological systems emerges from the extensive knowledge of coordination chemistry

for the ion. As gadolinium is commonly used in MRI and NMR as a relaxation

agent, a great deal is known about ideal ways to bind the ion, and then label

proteins and biomolecules. More details can be found in section 2.4.1.

The Hamiltonian of a single Gd3+ ion is generally given (in frequency units)

by22

H = geµβB0SZ +D[S2
Zc −

1

3
(S(S + 1))] + E[S2

Xc − S
2
Yc ] (3.1)

where µβ is the Bohr magneton, B0 is the applied magnetic field, ge ∼1.992

is the isotropic g-value of Gd3+, the Si’s and SiC ’s are the spin operators in the

laboratory and zero-field frames respectively, while D and E are the axial and non-

axial zero-field splitting (ZFS) parameters. Both 155Gd and 157Gd have nuclear

111



magnetic moments and are present in appreciable amounts at natural abundance

(∼30 combined); although these isotopes will contribute to the Gd3+ lineshape

through hyperfine coupling, it is generally neglected as a small effect. The first

term of Eq. 3.1 dominates at high fields and simply gives the eight Zeeman levels,

yielding seven allowed EPR transitions. The second two terms are the zero-field

splitting, which further shift the energy levels, spacing the allowed transitions by

tens of mT from each other. Generally, the coordinating environment controls

the strength of the ZFS, and more symmetric coordinating environments lead to

smaller values of D. However, the central | − 1
2
〉 and |1

2
〉 levels are not affected by

the zero-field splitting to first order in perturbation theory. This result is worked

through in Appendix C.

The zero-field shifts of the non-central transitions depend on the strength and

symmetry of the zero-field interaction (expressed by the D and E values) and the

orientation of the ZFS principal-axis frame with respect to the applied magnetic

field. In a randomly distributed, frozen glass, both the orientation and magnitude

of the Gd3+ ZFS are broadly distributed. This causes all the resonances—with

the exception of the | − 1
2
〉 ↔ |1

2
〉 transition—to broaden substantially, leading

to the nearly featureless, broad component of the Gd3+ echo-detected spectrum

of Fig. 3.1.146 Because the central line is affected starting at second order, its

linewidth scales with D2

(geµ0)2B0
leading to a narrowing of this central line with

increasing magnetic field (this is covered explicitly in Appendix C).22 Previous
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work has helped characterize the ZFS parameters and distributions in commonly

used MRI contrast agents at fields up to 8.6 T.146,147 Values of D
geµ0

on the order of

10-60 mT are common in the literature for Gd3+ chelates. At 8.6 Tesla fields (240

GHz Larmor frequency), the central line reaches peak-to-peak widths as narrow

as ∼0.5 mT, which is shown to be sufficiently narrow to be sensitive to dipolar

broadening of distant electron spins at several nanometers.

3.3 Dipolar Broadening in for Gd3+

As discussed in Section 1.2, line broadening emerges from dipolar interactions

of the spins. This has been worked out and applied as a distance probe using

S= 1
2

systems such as nitroxides.43,47 The Pake pattern45 describes the broadening

pattern of a single, fixed distance in the case where the interspin vectors are

isotropically distributed for a S= 1
2

system. We can expand the definition of this

Pake pattern more generally to include higher spin systems. The basic pattern is

in expressed in Eq. 1.19.

The form of the distribution is the result of the potential dipolar shifts based

on the different orientation present in an isotropic distribution. In the limit that

we can neglect effects to the Zeeman states based on the ZFS (i.e. so long as

D � B0), we can simply expand this by “adding” the higher spins states. The

new terms differ from these terms only in the breadth which they cover, which is

to say, the splittings are increased proportionally to the spin state. Additionally,
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we must now pay closer attention to the populations of each of the spin states.

For the S= 1
2

system, at low magnetic fields (where cw distance measurements are

commonly applied), the populations of the two spin states are roughly equal (even

at 2 K the polarization reaches only ∼11%). Obviously, at high magnetic fields

and with many spin states, the population of the various energy levels begins

to vary substantially with temperature. In general, we must require that the

broadening pattern of each spin state is normalized based on its population, that

is

∫ ∞
∞

wn(B, T, r)dB = Pn(T ) =
1

Z
exp (

n~ω
kbT

) (3.2)

where n = ±1
2
,±3

2
,±5

2
,±7

2
, and Z =

∑n= 7
2

n=− 7
2

exp (n~ω
kbT

) is the partition func-

tion. However, the total width of each spectrum is determined only by αn(r) =

2nα(r) and so we can simply normalize each spin state’s broadening by a fac-

tor of Pn(T )
αn(r)

. Notice that we either use αstrong = 3
4
µ0

4π
1
r3µ2 = 1.39

r3 mT nm3

αweak = 1
2
µ0

4π
1
r3µ = 0.93

r3 mT nm3, depending on whether we are in the strong

or weak coupling regime discussed in Sec. 1.2. We could write a generally appli-

cable model for this approximation of a high spin Pake pattern, but for the sake

of being terse, we write it out only for S= 7
2
.
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Figure 3.1: High Spin Pake Patterns. Pake patterns demonstrating the
broadening profile of spins at a distance of r =2.0 nm for both an S=1

2
and S=7

2

spin system based on Eq. 1.19 and Eq. 3.4 respectively.

W 7
2
(B, T, r) =

∑
n

fn(B, T, r)

αn(r)

wn(B, T, r) =


Pn(T )

(
B

αn(r)
+ 1
)− 1

2
: −αn(r) < B < 2αn(r)

P−n(T )
(
− B

αn(r)
+ 1
)− 1

2
: −2αn(r) < B < αn(r)

(3.3)

for n = ±1

2
,±3

2
,±5

2
,±7

2

fn(B, T, r) =
∑
n

fn(B, T, r)

αn
(3.4)

The result of modeling these dipolar interactions is to show that the existence

of the higher spin states is directly responsible for a broader broadening profile.

For instance, simply calculating the broadening profile for an interspin distance

of 2.0 nm for the S= 1
2

and S= 7
2

results in a clearly broader patterns as is shown

in Fig. 3.1.
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As was discussed in Sec. 1.2, the goal of cw distance measurement is to deter-

mine a pairwise distance (and perhaps distribution) based on measurements of a

spectrum where dipolar broadening is present, and where it is negligible. Thus, all

of the existing machinery utilized for cw distance measurements (See Sec. 1.2.1)

applies here using a modified broadening pattern.43,46,47 By following Eqs. 1.20

and 3.4 we can then generate dipolar-convolved spectra, representing an expected

broadening (based either on a known or guessed/fit distance distribution). An

advantage of this approach is that only the unbroadened spectra and a distance

distribution are necessary to calculate the dipolar-convolved spectrum, so there is

no need for complete spectral simulation, which would necessitate careful determi-

nation of many spin-parameters (most notably for Gd3+ the zero-field interaction

parameters). In these calculations, exchange interactions were neglected as the 4f

electrons are found to be well shielded by the 5s and 5p outer electrons, and at

both 260 K and 10 K the samples are highly viscous (or completely frozen).148

In our work, the Pake pattern is calculated in the “weak-coupling” approxi-

mation where the pseudo-secular parts of the dipolar interaction are neglected.44

This is justified by the broad extent of the Gd3+ spectrum (>.2 Tesla) compared

to the dipolar interaction strengths. However, for the | − 1
2
〉 ↔ |1

2
〉 transition, the

width becomes comparable to the dipolar interaction for shorter distances, and

so the quality of this approximation should be discussed. In Sec. 1.2 it is shown

that for nitroxides measured at X-Band, strong coupling is dominant for interspin
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distances below ∼0.7 nm, while fully weak-coupling emerges above ∼1.5 nm, with

a region of intermediate coupling in between.46 Our calculations suggest that the

broadening in Gd3+ is increased by a factor of ∼3.5 (See Fig. 3.9), and thus by

a scaling argument we expect the distances range to be increased by 3
√

7 = 1.9,

yielding intermediate coupling between 1.3 nm and 2.9 nm. Thus, while for the

majority of spin states, the coupling is likely well described in the weak interaction

regime, there is a large distance range where the broadening from neighboring |1
2
〉

and | − 1
2
〉 are of intermediate broadening. In nitroxides, measuring in a range of

intermediate broadening introduces an uncertainty in estimating distances that is

∼10%.44 However, given that we only expect this to occur for a fraction of the

broadening pattern, this is likely an upper limit for the Gd3+ spectrum; in fact,

for low temperatures the | − 7
2
〉 and | − 5

2
〉 states contain ∼90% of the spins, and

only ∼3% are in the |± 1
2
〉 states, suggesting that at these temperatures the effect

will be truly small (though becoming relevant at higher temperatures).

3.4 Dipolar Broadening in Test and Model Sys-

tems

3.4.1 Solutions of Gd3+

A concentration series of Gd3+ ions allows us to evaluate its capabilities as a

cw-distance probe by observing the lineshape as the average interspin distance is
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Figure 3.2: Broadening of the Central Transition of Gd3+. cw EPR
spectra of GdCl3 at 10 K show evidence of dipolar broadening out to r̄ =5 nm
(2.5 mM). For longer interspin distances, the linewidths remain constant as the
effects of dipolar broadening are too small to resolve on the intrinsic lineshape.

varied. Due to the 1
r3 falloff of the dipolar interaction, we approximate the distance

distribution with the nearest-neighbor distance distribution. For the remaining

discussion, we will refer to the average nearest-neighbor interspin distance, rather

than concentration, as in a random 3D solution these are related by Eq. 2.2.

To probe the effects of dipolar broadening in Gd3+, the 240 GHz cw-spectra of

different concentrations of GdCl3, dissolved in a D2O and deuterated glycerol so-

lution, were measured at 10 K. The concentration was varied between 100 µM

and 50 mM, to tune the average nearest-neighbor interspin distance from 1.8 to

14.1 nm. Deuterated solvents were used to minimize broadening due to hyperfine

interactions with the water ligands. As these ions are freely dissolved in solu-

tion, the actual interspin distances are distributed about the average values. The

measurements show that as the average interspin distance increases, the central
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transition narrows for average, nearest-neighbor distances up to r̄ ∼4.8 nm (2.5

mM). It is important that in a random solution the distance distribution is broad

and at longer average distances the shorter distances (in the wings) are primarily

responsible for the broadening. Thus, for a more biologically relevant, narrow

distribution a somewhat shorter distance limit likely exists and will be addressed

in calculations. At longer distances, the central linewidth ceases to change, as ex-

pected when the broadening due to the local dipolar field is substantially smaller

than the intrinsic linewidth. Fig. 3.2 demonstrates the narrowing of the central

transition as a function of interspin distance in the cw spectra at 10 K using

derivative detection. Though not shown in Fig. 3.2 for the sake of clarity, the

most dilute sample measured was 100 µM, which still showed a strong signal with

a SNR=
V signal
P−P

2V Noise
RMS

≈ 80.87

The broadening can be clearly visualized through the peak-to-peak linewidths

of the spectra as plotted in blue boxes in Fig. 3.3A. As the quality of measure-

ments improved with modification of the sample holder and loading procedures,

multiple measurements were taken at each concentration. These are subjected to

an average in Fig. 3.3A where the results are weighted by an estimate of the res-

olution with which the peak-to-peak width could be determined (which depended

largely on the sweep rates and noise). The unbiased, weighted variance was used to

incorporate the sample-to-sample variations observed for repeated measurements

into the uncertainty. For samples with interspin distances at or below r̄ =3.0
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nm (10 mM), the sample shape and volume are found to measurably affect the

lineshape, leading to a substantial scatter at shorter interspin distances seen in

the large error bars in Fig. 3A. For example, the peak-to-peak linewidths of the

r̄=1.78 nm (50 mM) samples ranged between 2.2 and 3.6 mT with widely varying

lineshapes, several of which are shown in Fig. 3.4. This variation is caused by

refractive broadening, emerging when the change in a sample’s susceptibility on

resonance is large enough to change its refractive properties. This effect becomes

so dramatic at the highest concentrations (r̄ =1.8 nm (50 mM)) that the spec-

trum of some samples no longer display a single peak, as can be seen in Fig. 3.4.

However, lineshapes at longer interspin distances (r̄ >3.0 nm or below ∼10 mM)

are found to be reproducible with different sample volumes and holders.

The average nearest-neighbor distance distribution for a given spin concen-

tration can be easily calculated from literature.98 Utilizing these distributions

with an intrinsic spectrum, Sec. 3.3 allows us to generate the expected dipolar-

convolved spectra for any concentration. The lineshape was experimentally found

not to change with average interspin distance above r̄ =5 nm (2.5 mM), ensuring

that the r̄ =14.1 nm (100 uM) samples are a good approximation of the intrin-

sic spectrum. Dipolar-convolved spectra are compared to experimental results in

Fig. 3.3B and Fig. 3.3C for the cases of r̄=3.8 nm (5 mM) and r̄=3.0 nm (10

mM), respectively. As refractive broadening will further broaden the line, we have

minimized its impact by comparing with the narrowest line observed. By gener-
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ating a series of dipolar-convolved spectra for various spin concentration (where

the distance distribution is well known), we obtain the expected lineshape, and

from this the expected linewidth as a function of the corresponding average in-

terspin distance in a random solution. The expected linewidths are overlaid in

Fig. 3.3A and agree well with the narrowest lineshapes observed for samples with

average interspin distances longer than r̄=2.4 nm (20 mM). For shorter distances

we consistently measure substantially broader lineshapes. At r̄=1.8 nm (50 mM),

the difference between the experimental data and the dipolar-convolved linewidth

is dramatic. However, as will be discussed below, the experimental and dipolar-

convolved linewidths agree when calculations are used to remove the refractive

broadening from the experimental lineshapes, leaving only the dipolar effects.

The overall agreement observed utilizing the dipolar-convolved spectra clearly

demonstrates the potential to use fitting of broadened spectra to determine the

broadening function and extract interspin distances in Gd3+ lineshapes.

Similar measurements were carried out at high temperatures (∼260 K) with

identically prepared GdCl3 solutions. Given the large concentration of glycerol

used in the systems (d-glycerol:D2O 60:40 by volume, 65:35 by mass) the freezing

temperature is ∼230 K,149 for a non-deuterated sample. Though deuteration of

water raises the freezing temperature slightly, we assume the effect of deuteration

will remain small enough that the sample is a highly viscous fluid. Following

calculations in literature150 we find that at 260 K the viscosity of this mixture
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Figure 3.3: Distance Limits of Dipolar Broadening in Random Solu-
tions of GdCl3. A: The measured peak-to-peak linewidths are plotted in blue
squares as a function of average interspin distance for random, frozen solutions of
GdCl3 at 10 K. The wide scatter of linewidths at higher concentrations resulting
from refractive broadening is apparent. The best-fit values for the peak to peak
linewidth in the presence of refractive broadening are shown in a green square for
r̄=1.8 nm (50 mM). The linewidths from the dipolar-convolved spectra are shown
with the red line and agree well with the narrowest linewidths measured up to
∼ r̄ =3.0 nm (10 mM). B and C confirm this by demonstrating the experimental
lineshape (blue, dashed line) and dipolar-convolved lineshape (red, dotted line)
agree well at r̄ =3.0 nm (10 mM) and r̄ =3.8 nm (5 mM). Each plot includes the
intrinsic linewidth (the experimental r̄ =14.3 nm (0.3 mM)) as a solid green line.
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Figure 3.4: Refractive Broadening at High Concentrations. Three dif-
ferent cw spectra of r̄ =1.8 nm (50 mM) GdCl3 using different sample holders
and sample volumes are plotted. The lineshape inconsistency is evidence of the
effects refractive broadening, which can even result in the extreme lineshapes of
Spectrum 1 (blue, dashed line).

is roughly 140 x larger than that of water at 298 K. The peak to peak linewidth

again decreases with increasing interspin distances until reaching the intrinsic

linewidth between r̄=3.8 nm and r̄=6.6 nm as shown in Fig. 3.5 (utilizing the

same analysis approach used for the 10 K data). The central, peak-to-peak line

width was typically narrower than the linewidths at 10 K, but the overall trend

was found to be comparable.

For GdCl3 at higher temperatures, the dipolar-broadening function is different

than at 10 K due to the temperature dependence of the Zeeman-level populations

for a high-spin system at high magnetic fields. Using the lowest concentration

lineshape (1 mM (r̄ =6.6 nm)) measured at 260 K as the new unbroadened spec-

trum, we again compute the expected dipolar-convolved linewidths as a function

of average nearest-neighbor distance, this time at 260 K. The resulting linewidths
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(overlaid in Fig. 3.5) show agreement in the onset of broadening and are compa-

rable to the experimental linewidths for interspin distances down to r̄ =3.0 nm

(10 mM).

However, these calculated, dipolar-convolved lineshapes significantly underes-

timate the width of the experimental spectrum for shorter distances. Some effect

from refractive broadening can be expected at the highest concentrations, but does

not account for the ∼0.1 mT discrepancy at r̄ =3.0 nm ( 10 mM), where refrac-

tive broadening should be absent at these temperatures. This work assumes that

the sole broadening mechanism emerges from static, dipolar interactions, which

is clearly valid in frozen situations. However, other effects can cause broaden-

ing at these temperatures, in particular modulation of the dipolar interaction by

motion151 or by the longitudinal relaxation (T1e).
152,153 However, neither of these

interactions should play an extensive role due to the extremely high viscosity of

the solvent under these conditions. Based on models for T1e of DOTA contrast

agents in liquid,154 which can not be directly measured, we estimate that the T1e

exceeds 100 ns due to the increased viscosity of the sample. This corresponds to

a ∼0.1 mT FWHM linewidth, which is < 1
10

of the intrinsic linewidth. Alterna-

tively, the effect of dipolar enhanced relaxation can only emerge from translational

motion (as rotational motion does not significantly modulate the dipole interac-

tion between neighboring monomers). However, we can estimate the translational

correlation times from literature where τ = a2

Df
where a is the distance of clos-
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est approach for two gadolinium and Df is the diffusion constant of one complex

relative to the other. Based on values in literature,155 τ ∼ 300 − 700 ps at 298

K in water, which can be scaled by the approximate viscosity difference (140) to

τ ∼ 42 − 100 ns. Previous work has shown that dipolar interactions in S= 1
2

systems are sufficiently averaged when τ ≥ (µ0

4π

3πg2
eµ

2
b

r32π~ )−1. This corresponds to

when motion is slow enough that the strongest dipolar anisotropies are not aver-

aged.151,156 As in estimating the distance limits, we approximate the broadening

of the S= 7
2

to be ∼3.5 times larger than for S= 1
2
, thus scaling the cutoff distance

time by 3
√

3.5, and suggesting that the dipolar interaction is static for distances

shorter than at least 4.1 nm (and up to 5.2 nm if the longer correlation time of

∼100 ns is assumed). As this falls at the limit of our resolution of dipolar inter-

actions, the effect of dipolar relaxation enhancement is assumed to be negligible

for these systems (though would naturally emerge for less viscous liquids, i.e. in

water at room temperature).

3.4.2 Linewidths of Coordinating Complexes

A brief investigation of Gd3+ coordinating structures was undertaken to iden-

tify ligands compatible with spin labeling that also have a narrow line. These

studies examined the peak-to-peak linewidth of the central transition at 240 GHz

and 10 K. To ensure these measurements represented the intrinsic linewidth, a

concentration of 1 mM (r̄ ∼6.6 nm) was used. Dipolar broadening was shown to
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Figure 3.5: Dipolar Broadening at High Temperatures. The 260 Kelvin,
experimental linewidths are plotted in blue squares, with average values of the
10 K measurements (from Fig. 3.3) in green squares for comparison. The 260 K
measurements have routinely narrower linewidths, as is expected from the reduced
dipolar broadening at high temperatures. This is demonstrated by comparison
with the 260 K dipolar-convolved linewidths plotted as a solid, red line.

Figure 3.6: Intrinsic Linewidth of Gd3+ Chelates. The cw EPR spectra
compare the central transition of Gd3+ at 1 mM (r̄ =6.6 nm) in three different
coordinating environments. Gd595 is plotted as a blue, dashed line, and shows
a linewidth slightly narrower than freely dissolved GdCl3 (green, dashed line),
where the Gd3+ is coordinated by the solvent. 4MMDPA, plotted as a red, solid
line, shows a linewidth nearly twice as broad.

126



be negligible at 1 mM in the GdCl3 measurements. As reported above, GdCl3

dissolved in solution, where the hydrated Gd3+ ion is coordinated by 9 water

molecules, presents a narrow intrinsic linewidth of ∼0.55 mT resulting from the

relatively small ZFS compared to other Gd3+ chelates.146 4MMDPA, a dipicolinic

acid (shown in Fig. 2.11A) that chelates Gd3+ and can be functionalized to cys-

teine residues of proteins (introduced in Fig. 2.11) shows a much broader intrinsic

linewidth of ∼1.3 mT at a 1:1 Gd3+:ligand ratio.111,129,157 Because 4MMDPA has

several stable ligation states, there is some contribution from Gd3+ bound to two

4MMDPA ligands (i.e. Gd3+-(4MMDPA)2) as well as free Gd3+. The former

contributes to the broadness of the experimental line, as it has a larger ZFS than

the single coordinated species, but is not expected to occur in spin-labeled pro-

teins.157 Alternatively, Gd595 (shown in Fig. 3.7A) is a Gd3+ chelating structure

that embeds the high-spin ion in a highly symmetric environment and is similar

to the coordinating complexes developed for spin-labeling of bio-molecular struc-

tures.46 This symmetric environment yields a small ZFS (D∼20 mT),131 resulting

in a peak-to-peak linewidth of 0.45 mT, making it the narrowest chelate studied.

In Fig. 3.6, the cw EPR lineshapes at 10 K and 240 GHz are shown for the 1 mM

samples of each species. As Gd595 offers a linewidth narrower than GdCl3 and

therefore compatible with long-range distance measurements, we utilize bis-Gd3+

complexes based on Gd595 as a case study to observe the dipolar broadening in

a system of spin-pairs (Sec. 3.4.3).
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When using cw lineshapes for distance measurements, a narrow intrinsic line-

width is important to resolve long interspin distances. Therefore, details of the

Gd3+ chelating structure, which affects the zero-field parameters and in turn the

intrinsic EPR linewidths, is critical in evaluating the suitability of Gd3+ labels

for distance measurements using cw EPR. The highly symmetric environment

of Gd3+ in water—surrounded by 9 water molecules—gives the narrow line ob-

served. Three equivalent Cl− ions serve as counter ions to Gd3+ in GdCl3 so-

lution, but are not directly coordinating the central ion. Meanwhile, in Gd595

Gd3+ is coordinated by 4 oxygen and 4 nitrogen atoms that are symmetrically dis-

tributed, and one water molecule, yielding a similar, though measurably narrower

lineshape. In contrast, 4MMDPA, which is easily employed as a commercially

available, cysteine-compatible spin label, is coordinated by two oxygen atoms,

one nitrogen atom, and six waters molecules, and has a substantially broader line

resulting from the less symmetric environment. This makes 4MMDPA non-ideal

for lineshape-based distance measurements. Fortunately, the availability of alter-

native Gd3+ chelates and significant ongoing research efforts in this area makes

the task of developing Gd3+-based spin labels with narrower linewidths beneficial

for cw-distance measurements a surmountable problem. Recent work by Yagi et

al.134,158 provide a glimpse at a very promising outlook: they employed the sym-

metric DOTA ligands129 with exceptionally narrow EPR linewidth (expected to
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Figure 3.7: Dipolar Broadening in Spin-Pair System. A: Shows the chem-
ical structure of Gd595, a single Gd3+ chelating structure, and C2-Gd595 where
two of these molecules are separated by ∼1.6 nm. These are included here for
clarity, but are also presented in Fig. 2.13 B: The central cw-EPR lineshape at a
1 mM concentration for bis-C2-Gd595 is plotted as a red, solid line and the mono-
Gd595 line is plotted as a blue, dashed line. The dramatic lineshape broadening
can be attributed to strong dipolar coupling between the Gd3+ pair. This is con-
firmed from the agreement of the C2-Gd595 with the dipolar-convolved lineshape
shown as a green, dotted line, where the Gd595 line was numerically broadened
based on the interspin distance distribution from literature.137

be ∼0.45 mT at 240 GHz) as cysteine-binding spin labels, upon custom chemical

modifications to ensure high rigidity for the Gd3+ compound.

3.4.3 EPR on a Bis-Gd3+ Complex

Two Gd595 moieties can be tethered with a flexible chemical linker as a bis-

Gd3+ (C2-Gd595) complex with a flexible bridge, which was used as a model for

a flexible, doubly-labeled biomolecular structure.131 Recent Ka-band (32 GHz)

DEER measurements with examined the distance distribution of C2-Gd595, which

is peaked at ∼1.6 nm. The study utilized a specialized dielectric resonator and

short, well separated microwave pulses to reliably measure even short interspin
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distances. The study claims reliable distribution information down to ∼0.8-0.9

nm, but we have sampled from the full published distribution, which extends

down to 0.5 nm.137 Both the mono-Gd3+ and bis-Gd3+ structures are shown in

Fig. 3.7A. As discussed above, the central transition of a frozen solution of 1 mM

Gd595 has a peak-to-peak linewidth of only 0.45 mT at 240 GHz and 10K (Fig.

3.7B). In contrast, the spectrum of a frozen solution of 1 mM C2-Gd595 taken

under identical conditions (overlaid in Fig 7B) shows a central linewidth of ∼1.5

mT, which is more than three times broader than that of Gd595. This demon-

strates that strong broadening is visible for a close interspin distance even with

flexibly tethered spin-pairs. Further analysis shows that the observed broadening

is consistent with the dipolar broadening observed in random solutions of GdCl3

with comparable average interspin distances.

For the bis-Gd3+ complexes studied here, the distance distribution is known

from recently reported DEER results.137 We use the Gd595 spectrum is used as a

reasonable estimate for the unbroadened spectrum of C2-Gd595, as the moieties

around the Gd3+ ion are largely identical. The resulting, computed, dipolar-

convolved spectrum is overlaid on to the experimental bis-Gd3+ spectrum in Fig.

3.7B. This demonstrates reasonable agreement with the experimentally measured

peak-to-peak linewidth, though the more complex features are absent from the

dipolar convolved spectrum.
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In applying the dipolar broadening for random solutions at 10 K, we see good

agreement to the measured lineshapes for sufficiently dilute systems where refrac-

tive broadening is negligible. However, in the case of the C2-Gd595 flexible bridge,

the dipolar convolution fails to capture the details of the experimental spectrum,

though it did predict the spectral width. The precise source of these discrepancies

could not be identified unequivocally. However, given the broad distance distri-

bution centered at a short distance (∼1.6 nm), a sizable population of very short

(<1 nm) distances is expected. These distances present potential problems for the

distance analysis here. For instance, exchange interactions are neglected in our

analysis, and through bond exchange could reasonably exist in the bis-Gd3+ com-

plex. Alternatively, while through-solvent exchange interactions are predicted to

be weak in Gd3+, given the extremely short distances samples, they may become

important and could cause some of the spectral features. As discussed above,

at 10 K the effect of strong dipolar coupling of the | − 1
2
〉 and |1

2
〉 spin states is

negligible due to the high spin polarization, but it is possible that at very short

distances some sizable populations of other spin states enter the strong coupling

regime. Finally, the distance distribution below ∼0.9 or 0.8 nm may be incomplete

as this fell outside the range accessible with the DEER measurements.137 More

work remains with the particulars of these short distances to accurately produce

the experimental shapes, but does not detract from the strong broadening, which
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Figure 3.8: Eliminating the Effects of Refractive Broadening. The com-
plex lineshape of an r̄ =1.8 nm (50 mM) GdCl3 sample (Spectrum 3 of Fig. 3.4)
is plotted as a dotted, red line and can be well described by accounting for the
effects of refractive broadening in a simple calculation of the resonance (dashed,
blue line). This allows the determination of the true width of the resonance
from the susceptibility response, which is shown with the solid, green line and
demonstrates how dramatically the refractive broadening artificially broadens the
measured lineshape at high concentration.

can act as a rough ruler of interspin distance at short distances, and does not

impinge on the region of greatest relevance, which are longer distances.

3.5 Refractive Broadening

As mentioned in section 3.4.1, in addition to the effects of dipolar broadening,

large susceptibilities were found to contribute to line broadening in high concen-

tration samples. This effect is clearly observed at high Gd3+ concentrations where

the linewidths and lineshapes proved to be strongly dependent on sample size and

geometry. The origin of this lineshape effect, which we call refractive broadening,

is not generally observed in EPR, and only emerges in our work because of the
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high spin of the Gd3+ probes, the high magnetic field, the narrowness of the cen-

tral transition, and the high concentrations used to access short (i.e. r̄ <3.0 nm

or above ∼10 mM) average interspin distances in this study. This effect has been

discussed previously as a “propagation effect”, and was treated similarly to the

discussion here.159

Generally in EPR, the magnitude of the complex susceptibility (χ = χ′+ ıχ′′)

is small compared to one, and so the change in reflection from a sample is linear

in χ. As our spectrometer measures the reflection from the sample, the cw-

EPR signal for most systems is given by the real and imaginary parts of the

susceptibility, independent of the sample geometry. However, in the case that χ′

or χ′′ approach one, due to a strong and narrow resonance, the refractive properties

of the material change appreciably around resonance, so that in these cases the

reflection is a more complex function of χ, and must be computed from a model.

The method of calculating the reflection is discussed below and in Appendix D,

where the explicit equations are presented. We estimate that for Gd3+, χ′ and χ′′

approach ∼0.1 (and therefore no longer � 1) at r̄ =3.0 nm (10 mM). This agrees

well with the Gd3+ concentration above which our experiments become difficult

to reproduce and confirms that refractive broadening is expected to be irrelevant

in biological samples as even short interspin distances are pursued in strategically

doubly spin labeled biomolecules at overall concentrations of order 100’s of µM

or less. For comparison, at 10 GHz and 10 K, a nitroxide concentration in excess
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of 5 M is necessary to reach a strong enough susceptibility response to expect

refractive broadening.

The effects of refractive broadening were investigated by using the Fresnel

equations to explicitly calculate the reflection from the sample and mirror to ob-

tain theoretical lineshapes that could be compared to the experimental spectra.

In order to model the reflections from the sample, a flat sample directly backed by

a mirror was used as an approximation of the sample geometry. Further, we ap-

proximate the complex susceptibility response (i.e. the real and imaginary parts

of the susceptibility as a function of magnetic field around resonance) as a simple

Lorentzian. Thus, the model of the sample reflections depends only on the thick-

ness of the sample, and the width and amplitude of the Lorentzian response. The

amplitude of the response is set by known parameters such as temperature, static

field and concentration, so that only the width of the susceptibility response re-

mains a variable. The width of the susceptibility response is the critical parameter

as it corresponds to the true EPR linewidth, which will include dipolar broaden-

ing effects, but is obscured at high concentrations by refractive broadening in the

reflection from the sample.

As expected, the calculated sample reflection is identical to the susceptibility

response when the susceptibility response amplitude is taken to be small (corre-

sponding to low concentrations). However, at larger susceptibility response ampli-

tudes (corresponding to high concentrations), the calculated reflection is substan-
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tially different than the assumed susceptibility response. We demonstrate this in

Fig. 3.8 for the case of an r̄ =1.78 nm (50 mM) sample, where we are able to rea-

sonably reproduce the experimental spectrum with the theoretical model, but only

with a susceptibility response much narrower than the measured lineshape. We

can identify the true EPR linewidth for each of the r̄ =1.78 nm (50mM) samples

whose lineshapes show substantial variations from batch to batch by repeating

this process and determining the width of the susceptibility response that best

reproduces the experimental lineshapes. The determination of the best fit widths

is described in full detail with accompanying error landscapes in the Appendix D.

In Fig. 3.3, we present the best estimate of the corrected linewidth for the

r̄ =1.8 nm (50 mM) samples. This is based on an average of the extracted

linewidths weighted by the confidence of the linewidth determined from the er-

ror landscapes. The error bars are based on the unbiased, weighted variance to

faithfully incorporate the sample-to-sample variation. The average of these cor-

rected linewidths agrees well with the computed, dipolar-convolved, linewidth for

r̄ =1.8 nm (50 mM) (1.35 mT vs 1.40 mT). Further, the extension of this tech-

nique to spin-pair systems is supported by the agreement between these corrected

GdCl3 linewidths and the measured linewidth of C2-Gd595 (1.35 mT vs 1.46

mT), which represent similar average interspin distances (though the bis-Gd3+ is

slightly shorter and therefore slightly broader). From these calculations and the

uncertainty in the experimental linewidths, we expect that refractive broadening
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also affects the r̄ =2.4 nm (20 mM) and the r̄ =3.0 nm (10 mM) samples. How-

ever, the distortion of the lineshape was too subtle to unambiguously determine

corrected susceptibility widths with our fitting model at these concentrations.

3.6 The Limits for Gd3+-based cw Distance

Measurements

3.6.1 Temperature Effects

In order to further investigate the limits of broadening we undertook calcula-

tions using dipolar convolution (Sec. 3.3). In addition to the calculations carried

out for random solutions at different temperatures, we carried out identical calcu-

lations assuming S= 1
2

spins, to compare to the dipolar line broadening caused by

the high-spins of Gd3+. As seen in Fig. 3.9, the calculations show that as observed

in experiments, broadening for Gd3+ is somewhat weakened at higher tempera-

tures, but is still substantially stronger than would be expected with conventional

S= 1
2

probes (at high or low temperatures). The reduction in broadening at high

temperatures is a result of the relatively symmetric Pake pattern at high tempera-

tures being narrower than the Pake patterns at lower temperatures. Still, although

the dipolar broadening is reduced at higher temperatures, Fig. 3.9 demonstrates

that substantially longer distances are accessible by cw EPR lineshape analysis at

260 K with Gd3+ compared to nitroxide probes.
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Figure 3.9: Calculated Broadening from Dipolar Interactions. The peak-
to-peak linewidths of the calculated dipolar-convolved spectra are shown as a
function of average interspin distance for several different scenarios. When the
large distribution of nearest-neighbors found in a random solution is used, the
broadening at both 10 K (dotted, red line) and 260 K (dashed, blue line) from
the S= 7

2
species is substantially stronger than the S= 1

2
species (which is largely

independent of temperature between 10 K and 260 K) plotted with a solid, green
line. When the random solutions are compared to a model of pairwise interactions,
where the distribution width is fixed, at both 10 K (dotted, orange line) and 260 K
(dashed, purple line) we find that the limit of observing long distance interactions
is reduced, but still substantially longer than for an S= 1

2
spin. For illustration, the

black, horizontal line indicates a width of ∼0.62 mT, corresponding to a roughly
10% broadening of the intrinsic line.
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3.6.2 Distance Limits

The calculations applied earlier address the experimental conditions where the

distances distribution is random. In these cases, calculations in Fig. 3.9 suggest

distance limits of ∼4.2 nm at 260 K and ∼4.8 nm at 10 K. However, the case which

is more relevant for biological studies is that of a narrow distribution about a mean.

With a broad distribution, the 1
r3 dependence of the dipolar interactions makes

the shorter distances in the wings of the distribution the dominant contributor to

broadening. To address this and establish an idea of the relevant distance limits for

narrow distance distributions, calculations were carried out using narrow Gaussian

distance distributions, where the full-width-at-half-max of the distribution was

fixed at 0.4 nm . The results of these calculations are plotted in Fig. 3.9 for

both 10 K and 260 K. As expected, the region between 4 nm and 5 nm becomes

more difficult to resolve in the case of narrow distances. Nonetheless, in both the

260 K and 10 K cases we can observe meaningful broadening (here defined as a

line broader than 0.62 mT, corresponding to ∼110% of the intrinsic width) at

∼3.8 nm. Opportunities to extend this distance range would exist if the intrinsic

linewidth could be further narrowed.

Although we have identified Gd3+ species with linewidths sufficiently narrow

to dramatically extend the distance ceiling, we have not undertaken a system-

atic study to determine the chemical makeup that provides the narrowest possible

central linewidth. Thus, the current long distance limit may be further extended
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by alternative Gd3+-based spin labels optimized for a narrow central transition.

Moving to higher magnetic fields can further narrow the central line for samples

where the ZFS is the dominant source of the central transition’s intrinsic line-

width. For Gd595, the contribution of the ZFS (D∼20 mT) to the linewidth is

estimated131 to be only ∼0.3 mT, while the measured width is >0.4 mT. We

expect the intrinsic line to be ∼0.25 mT if we approximate the line as a Voigt

combination of the ZFS width (Gaussian) and an intrinsic width (Lorentzian).

Therefore even for Gd595, the narrowest chelate investigated, moving to higher

fields may help reduce the linewidth. However, even doubling the field to reduce

that ZFS width by a factor of 2, would only reduce the line to ∼0.34 mT, offering

a very modest increase in the distance range (∼10 %). Due to the rough approx-

imation of the ZFS width, measurements at higher fields would be necessary to

confirm this. Alternatively, for chelates with larger zero-field splitting parameters,

such as 4MMDPA spin-labels, the line is likely narrowed at higher fields, making

them more attractive distance probes.

3.7 Impact and Outlook

With an extended distance range, cw EPR becomes a potential alternative

to DEER in situations where measurements above 200 K are desirable. Because

DEER relies on phase memory times long enough to observe the dipolar oscil-

lation, it is not easily applied at non-cryogenic temperatures. In addition, such
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measurements are highly susceptible to short T1e values that cause random flips

that will destroy the DEER effect. Alternatively, we report line broadening at

∼3.8 nm up to 260 K in a viscous solution, and work with nitroxides suggests

that cw EPR distance measurements are possible at room temperature (if rota-

tional tumbling is sufficiently slow).156 Further, cw EPR can be run in an hour,

allowing multiple samples to be measured in a single day and even without a res-

onator a good SNR is demonstrated at 100 µM with ∼10 µL of sample. This is

comparable to typical concentration sensitivities of X-band DEER on commercial

spectrometers, but X-Band DEER generally requires ∼50 µl of sample. These sen-

sitivity levels suggest that Gd3+ can find broad use in systems currently suitable

for many kinds of application, with the (at times critical) advantage of operating

at higher temperatures. The state-of-the-art in DEER has pushed the sensitivity

limits beyond the levels commonly encountered at standard commercial X-band

spectrometers, often by leveraging higher magnetic fields with sufficiently high

power.70–73 While currently cw-measurements of Gd3+ at 240 GHz do not offer

this level of concentration or absolute sensitivity and appear best applied at or

above 100 µM concentrations, further optimization of the spectrometer may of-

fer improved sensitivity, particularly in achieving a uniform, flat sample as the

current “bucket-style” holder can give rise to variable sample shapes.

This work promises exciting prospects, as simple cw-EPR lineshape analysis

can exploit the potential of Gd3+-based spin labels at high fields and frequen-
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cies for the determination of long interspin distances. As this technique can be

applied at higher temperatures than DEER it offers important advantages. For

instance, proteins studied at temperatures well above the protein glass transition

will better represent the sampling of conformational states found under biolog-

ical conditions.143–145 In addition, any conformation changes that modulate the

dipolar coupling on the time scale of sub-µs to µs at these temperatures should

be visible as changes to the broadening of the linewidth, offering the potential of

using EPR to track aspects of conformational changes out to ∼4 nm. More work

is necessary to account for discrepancies between the dipolar-convolved spectra

and experimental lineshapes of the bis-Gd3+ model sample, and to develop suit-

able fitting methods. However, it should already be possible to use Gd3+ to gauge

long-range distances and distance changes in biological samples, even without the

full capability of distance extraction.
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Chapter 4

Double Electron-Electron
Resonance (DEER) Studies of a
Membrane Protein

The material in this chapter is being prepared in a different format for pub-

lication as: Edwards, D.T.; Stone, K.; Hussain, S.; Kinnebrew; Ilia Kaminker;

Erez Matalon; Sherwin, M.S.; Goldfarb, D.; Han, S. “Measurement of multiple

distances in a Proteorhodopsin hexamer utilizing Gd3+ spin probes.”

4.1 Gd3+ as a Spin Probe for DEER of Oligomers

The opportunity to perform DEER at higher magnetic fields is attractive as

it offers increased sensitivity, which alleviates the problems of limited sample

amounts available for most biological samples. Several W-Band (3.5 Tesla, 95

GHz) spectrometers have been demonstrated offering sufficient pulse power to

perform Double Electron-Electron Resonance (DEER) with increased sensitiv-

ity.70,71 However, at high fields the lineshape of a nitroxide broadens substantially
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and is susceptible to orientational selectivity.160,161 In cases where orientation-

specific information reflects the ordering of the labels (and not the biomolecule),

the orientational effects provide no additional information, but can require sev-

eral measurements and advanced data analysis to account for.162 Recent work has

shown that new spin labels based on Gd3+ coordinating complexes offer advan-

tages over nitroxides when utilized for high-field EPR as orientational selectivity

is abolished.111,112 Thus, beyond utilizing the Gd3+ as a cw distance probe (dis-

cussed in Chapter 3 ), we investigated the capabilities of Gd3+ for DEER studies

of membrane proteins. In addition to the advantages of Gd3+ for high-field, pulsed

EPR discussed in Section 2.4.1, the central transition of the S= 7
2

Gd3+ ion (i.e.,

|1
2
〉 ↔ | − 1

2
〉) is narrower than the nitroxide spectrum(Chapter 3 ) and can be

treated analogously to an S= 1
2

system in data processing.112 The potential of

Gd3+ as a high-field distance probe, used in conjunction with DEER has been

demonstrated in model bis-Gd3+ complexes,112,131 proteins,111,158 peptides,157 and

DNA,163 and between mixed nitroxide-Gd3+ labels.110

The immense reduction in sample volume possible at high fields(3 µL at W-

Band vs 50 µL at standard X-Band, using comparable concentrations) without

the difficulties presented by the orientational selectivity of nitroxides, substantially

reduces the sample burden of performing DEER.70,112 However, beyond advances

in sensitivity there remain limitations to nitroxide-based DEER when applied to

complex biological systems. As a result of the large modulation of the nitroxide
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echo generated by the pump pulse, significant multi-spin effects can emerge in

systems where multiple spins are coupled together. These effects obscure the dis-

tance distributions164,165 and can lead to ghost peaks during studies of oligomeric

systems where many proteins interact.166 Oligomeric proteins are functionally

important, and difficult to study with other techniques due to their size and com-

plexity, making a reliable DEER distributions an important goal. An additional

problem with nitroxides is that variations in the local environment can result in an

inability to utilize DEER at specific sites where the phase memory time of nitrox-

ides is short. Gd3+ shows the potential to resolve these problems. First, the spin

physics of Gd3+ yields small DEER modulation depths,112 which should eliminate

or dramatically reduce artifacts emerging from multi-spin effects.164,165 Further,

as a result of use of Gd3+ in a coordination complex, it is expected that the Gd3+

ion will interact less strongly with the local environment of the spin, yielding more

uniform relaxation times for different labeling sites around a biomacromolecule.

However, neither of these ideas have been demonstrated experimentally. There-

fore, we undertook a study to investigate the capability of Gd3+ DEER to study

protein oligomerization to both address the suitability of Gd3+ to study these

complex systems, and answer a biologically relevant question about the structure

of the oligomers in a bacterial membrane protein.

The organization of membrane proteins into oligomers is observed in a wide

variety of membrane proteins, and is critical to the protein function. However,
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the precise functions of oligomerization remains debated, and oligomerization may

serve different roles in different systems, for instance amplifying or regulating a

response.167,168 Due to the large size of the complexed system, and the varying

rigidity of the oligomers, they remain difficult to study by traditional methods

in structural, molecular biology (i.e. x-ray crystallography and NMR structural

measurements).30 For this reason, EPR has emerged as an important tool to

address large oligomers due to its ability to provide targeted structural information

in the nm range.

In particular, the membrane protein Proteorhodopsin (PR) has attracted great

interest as a light-driven proton pump found in many marine bacteria.132,169

Proteorhodopsin has been shown to oligomerize into different states170,171 depend-

ing on, for instance the medium and method of reconstitution and may affect the

function of PR as a proton pump.172 The hexamer is found to be a common

oligomeric structure, and the structure has been investigated through AFM and

cw EPR.41,171 AFM provides important structural information of the oligomers,

but does not provide sufficient resolution to identify the orientation of the indi-

vidual PR, and cw EPR fails to offer long range distance constraints (that is, it

primarily addresses the closest parts of the proteins). Current work has show clear

evidence that the functional dynamics of different oligomers can be very different,

making a full understanding of the oligomeric structures important for functional

understanding of PR.
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This work targets the hexameric PR that has been previously studied,41 by

using DEER to investigate the longer-range features. This is done utilizing both

traditional, nitroxide-based DEER at 10 GHz, in combination with Gd3+-labeled

measurements at 95 GHz. Two types of PR samples are prepared, each singly

labeled at one site in order to measure the distance between distinct proteins in

the oligomer. The first is labeled near to the center of the oligomer, and second is

labeled near the outside edge. DEER measurements are able to show consistent

measurements of the nearest and next-nearest neighbor distances which agree with

hexamer41,171 and demonstrate the potential advantages of Gd3+ over nitroxides

as DEER probe molecule to study complex, oligomeric systems.

4.2 Pulsed EPR Measurements of Protein

Oligomers

Measurements of spin-labeled PR were done for mutants labeled at both site

58 and site 177. Previous work has shown that the PR organizes in the hexamer

such that site 58 should be close to the center of the hexamer (i.e. facing the

other proteins), while 177 is on the outside of the hexamer. This was determined

through cw-EPR to observe the close interspin distances between PR mutants

labeled at residue 55, which are found to be within ∼1.6 nm of each other.41 A
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Figure 4.1: Proteorhodopsin Hexamer. A sketch of the structure of the
Proteorhodopsin hexamer based on AFM171 and cw EPR.41 The positions of the
spin-labeled mutants used in this study are shown at sites 177 and 58. Addi-
tionally, site 55 is shown for reference displayed dipolar broadening in Stone et
al.41.

sketch of the proposed organization of the PR oligomer is shown in Fig. 4.1 and

includes the labeling site 55 used in the previous study.

Gadolinium labeling was done using the 4MMDPA129 spin label introduced in

Sec. 2.4, and MTSL was used as a nitroxide spin label for X-Band DEER. For

each label, the same procedure is use to mutate the targeted site to a cysteine,

which is then reacted with the label to form a disulfide bond. In the case of the

Gd3+ labeled samples, GdCl3 was then added at the appropriate ratio, while for

nitroxide labels the system was diluted with unlabeled protein. To distinguish

the two sites and two labels we will refer them as 177Gd, 58Gd, 177MTSL, and

58MTSL, respectively.
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Figure 4.2: Field Swept Echo Spectra of MTSL- and Gd3+-labeled
Proteorhodopsin. A. The X-Band spectrum of 177MTSL at 50 K. The dia-
gram shows the 65 MHz spacing used between the pump and observer pulses in
the DEER measurements. The spectrum and separations did not change appre-
ciably between the different mutants. B. The W-Band spectrum of 177Gd at 20
K. The diagram shows the 65 MHz spacing used between the pump and observer
pulses in the DEER measurements. The spectrum and separations did not change
appreciably between the different mutants.

The spin label concentration for Gd3+ was ∼200 µM for all samples. Similar

concentrations of label were used for MTSL (∼200 µM) as with the Gd3+ labeled

measurements, but a larger sample volume was required(∼50 µL compared to ∼3

µL). As mentioned, different spin dilutions were used to control for multi-spin

interactions. The nitroxide DEER demonstrated substantially larger modulation

depths (∼50 %) than the Gd3+ measurements (1-2 %) and the oscillations appear

more clearly than in the case of the Gd3+ measurements. !
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4.2.1 Field Swept Echo Measurements

The field-swept-echo spectrum for spin-labeled PR hexamers labeled at

177MTSL (at X-Band) and 177Gd (at W-Band) are shown in Fig. 4.2. For

both species, the spectrum did not change substantially as a result of labeling at

different locations, or with different spin dilutions. Fig. 4.2 also shows the loca-

tions of the pump and observer pulses on top of the spectrum, and measurements

of the phase memory time were made at the signal maximum (which corresponds

to the location of the pump pulse, ν2).

4.2.2 Comparison of Phase Memory Times

For the DEER measurements at both X-Band and W-Band a critical parameter

is the length of the phase memory time of the spin, as this affects the maximum

possible evolution times which limits the distance ranges accessible (as well as

affecting the signal-to-noise ratio (SNR) of the spectra that can be achieved for a

given evolution time). Reasons for the difference in phase memory time can often

be attributed to the local nuclear environment;55,56 if the MTSL labeled is buried

in a protein it tends to show a substantially shorter phase memory time compared

to a site exposed to the deuterated solvent. This can be investigated further by

examining the phase memory time as a function of spin-label type and location.

Fig 4.3 shows the resulting echo decay curves for both Gd3+- and nitroxide-labeled

proteins, demonstrating the extreme sensitivity of nitroxides to label position. Due
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Figure 4.3: Phase Memory Times of Different Site in Proteorhodopsin.
A. Shows the W-Band decay of the echo signal in a spin echo experiment for
4MMDPA-Gd3+ labeled mutants as a function of labeling position at 20 K. The
decay rate is largely similar for all sites; there is ∼ 20 % variation in the interpulse
spacing (τ10%) needed to reach 10% of the initial values (shown in black). B.
Shows the X-Band decay of the echo signal in a spin echo experiment for MTSL
labeled mutants as a function of labeling position at 50 K. The decay rate is highly
heterogeneous; there is substantial variation in the interpulse spacing needed to
reach 10% of the initial values(shown in black). The oscillations in spectrum
are indicative of coupling to deuterium in the solvent, which disappears at high
magnetic fields.
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to the strong nuclear modulations of the X-Band decays, we use the interpulse

spacing resulting in an echo intensity 10 % of its maximum value (τ10%), as a rough

gauge of the decay rate. For nitroxides, τ10% is approximately 2.5x shorter for the

58MTSL mutant, which is expected to be at least partially buried in the hexamer,

compared to the 177MTSL mutant, which is solvent exposed.172 By comparison,

in Gd3+-labeled mutants there is only a roughly 20 % in τ10%.

These results have an important impact on the DEER studies moving forward.

In particular, when working with 58MTSL, the short phase memory times lead

to poor signal to noise and short evolution times. Further, these simple measure-

ments demonstrate that, indeed, the Gd3+ spin-labels appear to be less sensitive

to the location of the labeling when compared to nitroxides. This raises the pos-

sibility of using Gd3+ as labels in situations where MTSL labels appear to be

strongly interacting with the protein, causing short phase memory times. This

can perhaps be considered the opposite approach of deuterating the protein;93

instead of reducing coupling to the protein by eliminating protons in the protein,

we simply utilize a spin label which is intrinsically more isolated. Notice that this

is not to say that the two approaches result in the same extent of advantages (it

appears protein deuteration dramatically extends TM), nor does it suggest that

the Gd3+-labels could not be utilized in a deuterated protein.
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Figure 4.4: DEER Results for Site 58 of Proteorhodopsin. A. The DEER
time curves, after background subtraction 58Gd for two different loading levels
shows a small modulation depth, and only one obvious oscillation. B. The DEER
time curves, after background subtraction for 58MTSL at two different labeling
levels shows a larger modulation with clear features indicative of two distances.
C. The resulting distance distributions using a 2-Gaussian model of the distances
(based on the results from Tikhonov Regularization). The two mean distances
observed are consistent across all measurements, though the shapes of the distri-
butions vary. Additionally, the MTSL labeled samples required non-equal popu-
lations of the two distances, likely as a result of multi-spin effects.
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4.2.3 DEER on the 58C Mutant

DEER measurements of the samples labeled at residue 58 are shown in Fig.

4.4. We begin by discussing the Gd3+-labeled measurements, whose background-

subtracted time domain data are shown in Fig. 4.4A. Measurements on 58Gd were

carried out at Gd3+-loading levels of 50% and 80%. The data show a clear DEER

oscillation and the low modulation depth is in agreement with earlier data using

the 4MMDPA tag.112 Data analysis of the time-domain data using a Tikhonov

analysis, showed the emergence of two distances. We associate the short distance

with the nearest neighbor spin in the hexamer, whereas the longer distance is asso-

ciated with the next-nearest neighbor. However, as a result of the broadness of the

distributions, better results were obtained using a model utilizing two distances,

each with a Gaussian distribution. This was confirmed to be a good model as the

peak centers were not substantially different (from the Tikhonov results). As the

neighbor and nearest-neighbor distance should be equally populated (regardless

of the loading level), we fixed the populations of the distances in the model to

be 50/50. As shown in Fig. 4.4C, the derived distance distributions were similar

using the two-Gaussian model for the distance distribution (Fig. 4.4C). and the

the locations of the average distances is found to be 2.22 nm and 3.82 nm for the

50%, and 2.22 nm and 3.86 nm for the 80% sample. These distances are con-

sistent with the the understood organization of the PR hexamer based on EPR

and AFM.41,171 Further, within a hexamer the nearest neighbor and next-nearest-
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neighbor distance should be related by κ = rnext-nearest

rnext-nearest
=
√

3 = 1.73, which agrees

well with the measured ratio of κ = 1.63.

The DEER data on 58MTSL demonstrated substantially larger modulation

depths (∼50%) than the Gd3+ measurements, as can be seen in the time domain

data in Fig. 4.4B. Further, the oscillations appear more clearly than in the case

of the Gd3+ measurements, and the two oscillation frequencies can be clearly

resolved. A short distance is visible from the bump at ∼200 ns, while the longer

distance is visible in the slower oscillations. For nitroxides, labeling ratios of 100%

and 33% were used and the increased labeling led to an increased modulation

depth, as expected. Application of the Tikhonov regularization again showed 2

distances, but we again utilize a 2-Gaussian distance distribution to describe the

DEER data. However, the resulting best-fit distributions are not as consistent as

for the Gd3+-labeled protein. We were forced to allow the relative populations

of the two distance to vary in the Gaussian fit, to achieve reasonable agreement

with the Tikhonov fit. Distances of 2.4 nm and 4 nm for the 33 %, and 2.1 nm

and 3.7 nm for the 100% sample were found as shown in Fig. 4.4C. These yield

κ = 1.66 and κ = 1.76 respectively, in good agreement with a hexamer shape. It is

worth noting that the population of the short distance is 43% for the 33%-labeled

sample (near to the expected 50%), while it is 75% in the 100%-labeled sample.

Fig. 4.4C highlights the most important aspects of the experiment. We are

able to identify two interspin distances in both the nitroxide and Gd3+ DEER mea-
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surements. While the distributions are different using different labeling schemes,

the peak distances are entirely consistent, and the small differences in distances fall

well within the uncertainty resulting from using different labeling molecules. The

inability to describe the distance populations as 50/50 when using nitroxides is

consistent with expectations that the multi-spin effects strongly (and artificially)

enhance short distances.164,165 This is confirmed by the fact that reduction in

the spin label concentration (from 100% to 33%) moved the best fit substantially

closer to a 50/50 population. The apparent insensitivity of Gd3+ to these effects

(as demonstrated by the good fit obtained using the 50/50 model) is consistent

with the > 10x smaller modulation depth (λ), as the three-spin effect should fall

off with λ2.164,165 Finally, the extremely short evolution times used for nitroxides

(Fig. 4.4B) are the direct result of the short relaxation times reported in Fig. 4.3.

The direct impact of this is to restrict the confidence with which we can assign

the longest distance (according to estimates presented in Section 1.2, we should

only trust the location, and not the width of the distribution for nitroxides, while

with Gd3+ we should trust both the mean and width of the longer distance).

4.2.4 DEER on the 177C Mutant

Similar measurements using Gd3+ were made on PR hexamers labeled at

residue 177, which is expected to show a much longer interspin distance as a

result of its position on the outside of the hexamer (Fig. 4.1 ). The DEER traces
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Figure 4.5: DEER Results for Site 177 of Proteorhodopsin. A. The
DEER time curves, after background subtraction 177Gd for two different loading
levels shows a small modulation depth, and only one obvious oscillation. B. The
DEER time curves, after background subtraction for 177MTSL at two different
labeling levels shows a larger modulation with clear features indicative of two
distances. C. The resulting distance distributions using a 2-Gaussian model of
the distances (based on the results from Tikhonov Regularization). The two mean
distances observed are consistent across all measurements, though the shapes of
the distributions vary. Additionally, the MTSL labeled samples required non-
equal populations of the two distances, likely as a result of multi-spin effects.
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are shown in Fig. 4.5A for a 177Gd sample loaded at 33% and 50%. Though a

clear DEER-decay is observed for these longer distances, the oscillation is not as

clear as for the case of 58Gd as can be seen in Fig. 4.4A. The distance extrac-

tion using a two Gaussian fit of 50/50 gave average distances of 3.7 nm and 5.68

nm for the 30%, and 3.9 nm and 5.98 nm for the 50% sample. The locations of

these distances were consistent with the results from Tikhonov regularization, but

better isolated the two distances. As with the 58Gd mutants, the observation of

two distance were consistent with the expectation from the known organization

of the PR oligomer, and yielded a distance ratio (κ = 1.5), that is consistent with

the expected hexagonal organization. Considering the width of the distributions

(∼1.5 nm), the difference between the position of the peaks between the 33% and

50% Gd3+ loading samples (0.2-03 nm) is within experimental error.

The X-Band DEER measurements of 177MTSL also shows multiple distances

in the time domain data. In this case, the distances are significantly longer than

the 58MTSL mutant, which is consistent with the Gd3+ results, as can be seen

in Fig. 4.5B. As in the other measurements, the modulation depth is larger

for the higher labeling concentration, and the modulation depth is substantially

deeper than for the Gd3+ measurements. Under Tikhonov regularization, the

mean distances observed are similar to those found in the Gd3+ measurements. In

this case the Gaussian fit gave good results as well, but as was the case with the

58MTSL mutants, we were forced to allow the populations of the short and long
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distances to vary from the expected 50/50. Instead, as shown in Fig. 4.5C, we find

distances consistent with the Tikhonov fits: 3.72 nm and 5.89 for 33%-labeled and

3.675 nm and 6.083 nm for 100% labeling. Unlike in the case of the 58C mutant,

we see no major change in the percent population of the shorter distance between

the 33%-loaded and 100%-loaded samples.

As with the 58MTSL sites, Fig. 4.5C shows consistent mean distances across

multiple samples, and the differences in distances fall within the uncertainty re-

sulting from using different labeling molecules. Interestingly, the differences in

distributions, while present, are not as severe as is the case in the 58C samples.

This suggests that the multi-spin effect is less prevalent, which is sensible as a

result of the longer interspin distances present. However, note that 50/50 dis-

tributions were still not fully suitable using MTSL labels, suggesting that some

effect remains. Alternatively, the longer distance for this site is at the limit of

what can be resolved with the evolution times and so the unequal populations

may result from this experimental limitation. The evolutions times used were

more consistent across the spin labels for this site, likely due to the fact that 177

is known to be a solvent exposed site.172
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4.3 Impact of Gd3+ and Nitroxide Studies in

Oligomers

Gd3+ appears to offer some potential advantages over nitroxide labels. The

first is largely practical: as has been reported clearly in the past,69–73 working

at high magnetic fields can dramatically improve the sensitivity DEER. Gd3+

does not have problem of orientational selectivity present in nitroxide spectra at

high fields, rendering data processing straight-forward. In this way these spec-

tra were measured using ∼10x less sample volume (at similar concentrations) to

what would be used for DEER with a commercial instrument at X-Band. This

dramatically reduces the cost of the experiments. Also, for samples which are not

soluble at high concentrations other spectrometers exist (in specialized labs) that

are capable of measuring at substantially lower concentrations (though somewhat

larger volumes).71

The Gd3+ ion appears to be well shielded from its environment. This may

emerge from the shielding of the unpaired electrons (in f-orbitals) by outer filled

orbitals, or as a result of the use of Gd3+ in coordinating complexes. This is

demonstrated experimentally through the phase memory times reported in Fig.

4.3. This is advantageous as is shown for the 58C residue in Fig. 4.4, where the

Gd3+ samples can be measured with substantially longer evolution times, yielding

better estimates of long distances. However, it should be noted that the size of
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the Gd3+ complexes can be as big as, or substantially bigger than nitroxide labels.

Thus, this raises concerns about the labels disrupting the function or structure of

the protein, and may make the labeling process more difficult, or less efficient.

Finally, and most relevant to studying complexation, Gd3+ is insensitive to the

effects of multiple coupled spins. This emerges directly from the relatively small

modulation depth observed in Gd3+ DEER traces,112 which results in the higher-

order couplings being negligible. This advantage is particularly critical when

studying complexation, where many proteins may come into close contact with

one another. The results in Sec 4.2 show that, particularly in the presence of short

interspin distances, longer distances are artificially masked by multi-spin effects.

Indeed, if one considered studying only the 100% labeled 58MTSL samples, the

existence of the longer (∼4 nm) distance may be questioned, due to the broadness

and weakness of the feature. Other experimental techniques, such as spin-dilution

(which helped confirm the multi-spin effect in this study), or the use of longer

(more selective) pulses164 can be utilized to minimize these effects, but these all

make some sacrifices in signal quality, which is not necessary utilizing Gd3+.

The nature of protein-protein interactions and the higher-level structure of

multiple proteins in oligomers or during aggregation are important questions in

biology which can be difficult to quantify, particularly for membrane proteins

(which are themselves difficult to study). These structures may be difficult to

crystallize in large amounts intact, are generally too large for NMR methods, and
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other techniques may offer insufficient resolution. For instance, consider the spe-

cific example provided in this work. The oligomeric structure was observed in

lipid bilayers through AFM,171 but did not yield sufficient resolution to identify

the orientation of the protein within the oligomer. Meanwhile, the crystal struc-

ture of monomeric Proteorhodopsin is available in literature, but does not include

protein-protein interactions.173 Thus, EPR became an important complimentary

technique to address the arrangement of the protein within the oligomer through

cw EPR41 and with the work in this chapter. While clever use of cw EPR al-

lowed the orientation of the protein to be identified in the oligomer, DEER was

necessary to determine several distances in the oligomer. The consistency of the

mean distances across different labels and labeling ratios help confirm that neigh-

bors and next-nearest neighbors are being observed. We are able to both confirm

the structural model generated in literature and confirm that the oligomerization

appears to generate semi-rigid distances and structure, and this is not a mere

‘clustering’ of proteins. It is important to emphasize that these results could be

determined from the Gd3+ measurements alone, utilizing significantly less sample

volume, without the need to account for multi-spin effects or significant hetero-

geneity in the phase memory times and the ability to varying loading levels by

simple stoichiometric addition of GdCl3.
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Part II

Free Electron Laser-powered

EPR (FELEPR) Spectroscopy
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The first part of this dissertation directly addressed new techniques and meth-

ods utilizing the unique advantages of high-field EPR. As spin bath quenching

requires the ability to tune electron spin polarization from ∼0% to ∼100% it can

not be observed at low magnetic fields. Similarly, at low fields the Gd3+ spec-

trum does not display the narrow central transition which is utilized in both pulse

and cw measurements. These new approaches offer new ways to probe interspin

clustering and demonstrate that the “toolbox” of spin probes should be expand

to include Gd3+ (particularly for studies requiring moderate temperatures or for

studies of oligomerization). Further, these examples suggest that a wealth of

unrealized methods are possible at high magnetic fields.

However, as covered in detail in Section 1.3, the limits for high-field, pulsed

EPR are currently throttled by the unavailability of high-power sources. Univer-

sity of California, Santa Barbara offers the opportunity to overcome this limitation

as a result of the Free Electron Laser(FEL) facility, which generates high-power

radiation in the 100’s of GHz to THz range. Immense opportunity exists to expand

the capabilities of high-field, pulsed EPR as a result of the extremely short pulses

that can be employed when the FEL is used as a source for EPR (FELEPR).

Chapter 5 covers the basic principle of operation of the FELEPR (including how

it if frequency locked, and used to generate 2 <10 ns pulses), goes on to discuss

basic one and two pulse measurements, and ends by investigating the observa-

tion of a transient shift in the Larmor frequency. In Chapter 6 the addition of
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phase-sensitive detection and phase cycling are introduced as a way of dramati-

cally improving signal acquisition and the versatility of the pulse sequences (phase

cycling is a standard component of NMR and low-field, pulsed EPR). With these

developments, the Free Electron Laser-powered EPR spectrometer is positioned to

carry out experiments that were previously impossible at high fields; for instance,

on rapidly-relaxing systems or biological systems above 200 K.
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Chapter 5

Development of a Free Electron
Laser-powered EPR (FELEPR)
Spectrometer

5.1 The Need for a High Power, 240 GHz Spec-

trometer

As was discussed full in Sec. 1.3, a critical limitation in development of pulsed

EPR at high magnetic fields is the drastic reduction in the available microwave

power as frequency increases due to the “Terahertz gap.” Recent work has demon-

strated that extended-interaction Klystron amplifiers can be used to generate ra-

diation at frequencies ∼100 GHz69,71. However, the capabilities of these amplifiers

continues to be limited at higher fields. Figure 5.1 shows the field and power for a

sample of existing spectrometers with commercial spectrometers in green triangles

and home-built spectrometers in blue squares. One sees that above ∼100 GHz

(∼3.5 T) the available power falls off rapidly for both commercial and home-built
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spectrometers. Additionally, high-Q cavities are not ideal to compensate for these

low powers at high fields due to their small dimensions, limited sample volumes,

and ringdown (though some low-Q resonators may be useful).87 Work at 95 GHz

has made clear that high incident powers are the ideal way to achieve optimal

spectrometer performance at high-fields (which then do not require cavities).69,71

Thus, while a low-Q cavity may offer some modest reductions in pulse lengths,

we see that at 240 GHz, any substantial improvements in pulsed EPR performance

must start from dramatic increases in the available source power. The UCSB Free

Electron Lasers (FELs) were built in the early 1980’s and over the past 30 years

have been important tools for Terahertz spectroscopy as they are one of the few

sources capable of providing high-power, quasi-cw radiation across the entirety of

the “Terahertz gap.” The FEL can provide ∼100’s W of power at 240 GHz in a

pulse that is ∼several µs long, which can be used to do EPR.

This chapter begins by outlining the operation of the FELEPR spectrome-

ter. We first describe the FEL source, how it is injection-locked, and made to

generate pulses. Second is a discussion of the measurements that can be real-

ized with two fast pulses. These include measurements of Rabi oscillations on

a concentrated sample, as well as spin echo measurements at temperatures ap-

proaching 200 K. This section demonstrates the capabilities of the spectrometer,

and how it can be leveraged for studies of systems that could not be studied in

the past. The final part of the chapter investigates the particular problem of
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Figure 5.1: Power Limitations of EPR at High Fields. The powers and
frequencies of some currently available pulsed EPR spectrometers as pulled from
literature, with commercial instruments shown in green (all from Bruker Biospin).
The list is not exhaustive, but rather illustrative of the dramatic difference in
power available in spectrometers at fields above 100 GHz. UCSB’s FELEPR is
shown as the red sphere, and is the only current technology capable of carrying out
ultra-fast EPR at these fields. The commercial spectrometers are those available
from Bruker, the other spectrometers are: at 17 Ghz in Ref. 174, at 30 GHz in
Ref. 73, at 95 GHz in Refs. 71 and 70, at 140 GHz in Ref. 175, at 200 GHz
under development from the DNP spectrometer in Ref. 176, at 240 GHz in Refs.
88, 177 and Private Communications with Professor Susumu Takahashi (for 100
mW), and at 336 GHz in Ref. 177

studying high-concentration systems, and demonstrates that some aspects of pre-

viously measured spectra can be understood by considering the effect of sample

magnetization on the spin system.

5.2 Spectrometer Design

While the heart of the FELEPR spectrometer is the FEL itself, a wide variety

of technique development is necessary to render the FEL a suitable source with
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which to do pulsed EPR. The instrument itself is built ’on top of’ a traditional,

low-powered pulsed EPR spectrometer. This system was used in the preceding

chapters of the thesis, and is described in detail in Appendix A. The detector

system is based on Schottky-diode mixers that mix the 240 GHz signal first to 10

GHz. This is then mixed with a 9.5 GHz oscillator (that is unlocked to the source)

down again to 500 MHz. The only major difference in the detection employed for

FELEPR is the use of 9.5 GHz local oscillator. When a low power, solid-state

source is used, the detector can be locked to this source, providing a consistent

phase reference for the detector. In the case of FELEPR, the FEL can not be

locked to the detection directly (in hardware), and so we are forced to utilize an

unlocked detection phase. The correction of this limitation is the topic of the

Chapter 6. Fig. 5.2 shows a sketch of the detection system for both low-powered

EPR and FELEPR.

While the FEL as built provides high-power, quasi-cw pulses by itself, the

frequency profile of the pulse is too broad for EPR, and the pulses (>1µs) are far

longer than the desired <10 ns. Thus, the FEL must be made to lase consistently

at a single frequency, and then we must able to generate short pulses from this long

pulse, which is challenging due to the lack of switches that operate at 240 GHz.

As a result of the complexity involved in the project, we divide the spectrometer

into several parts: the FEL, the injection locking, the cavity dumping system,

and the pulse slicer. Each will be addressed in order below, but further details
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Figure 5.2: 240 GHz Detection. A graphical overview of the super-heterodyne
detection system used with the 240 GHz spectrometer and described in the text.
Low-powered EPR is done using a local oscillator signal derived from the source
and detector signals to mix the the EPR signal to 0 frequency. FELEPR uses the
low-powered source to injection lock the FEL (see Sec. 5.2.2) and an unlocked
local oscillator at 9.5 GHz as shown with the dotted arrows.
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are in literature for FELs178,179, injection locking,180 cavity dumping,181 and the

FELEPR spectrometer.88,182

5.2.1 Free Electron Laser

A Free Electron Laser is a source of strong radiation that utilizes the radia-

tive properties of a beam of electrons. A variety of FELs exist throughout the

world, and they generally are parts of facilities as they require dedicated space

and maintenance staff. The UCSB FEL is one of the less common, electrostatic

accelerator-based FELs. A high voltage (2-6 MeV) accelerator is used to generate

a several µs-long electron beam moving at relativistic velocities (>95% the speed

of light). The electron beam is steered using a magnetic beam line consisting of

steering and focusing coils (to counteract diffraction of the beam). The electron

beam is then passed through the undulator, an array of fixed magnets positioned

periodically, where radiation is generated. After passing through the undulator,

the electron beam (with some energy extracted in generating radiation), is re-

turned to the accelerator. Typically >90% of the total current (ideally ∼99%) is

recirculated to keep the terminal of the accelerator at a high voltage, as the beam

current far exceeds the constant charging current.

The force of the periodic magnetic fields on the electron beam causes the

beam to “wiggle” and the associated accelerating charge generates electromagnetic

radiation.66 The frequency of the oscillation is determined by the period of the
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magnets (which is fixed), the strength of the period magnetic field, and the energy

of the electron beam. By changing the terminal voltage of the accelerator, the

electron beam energy can be continuously tuned, allowing continuous tuning of

the frequency (within a window defined by the limits of the accelerator and the

geometry of the undulator). For the millimeter wave FEL used here, frequencies

between ∼150 GHz and ∼700 GHz can be achieved. The undulator structure is

contained within a quasi-optical resonator, with a fixed mirror at either end. The

length of the resonator leads to modes spaced by ∼25 MHz (due to the roughly

40 ns round trip time in the cavity). Light is coupled out of the resonator using

a piece of high-resistivity silicon. Because the bandgap of silicon is far larger

than the energy of 240 GHz photons, it is largely transparent at these frequencies.

However, a small portion (several percent) of the radiation is reflected by the

silicon wafer, and is therefore coupled out for use. The use of the silicon wafer

allows employment of “cavity dumping” which will be discussed in detail below.

The output of the FEL is therefore a several µs long pulse of radiation with a

peak power of ∼500 Watts at 240 GHz. This beam is transported from the FEL

vault to the user labs using an evacuated quasi-optical transport system, where

curved mirrors and lenses are arranged to prevent beam diffraction.183 Losses

in the transport system lead to ∼300 Watts reaching the FELEPR laboratory.

However, the “raw” FEL beam is not sufficient for carrying out EPR for two
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principal reasons: it is far too long (with slow rising and falling edges), and it is

not of a single, fixed frequency.

5.2.2 Injection Locking

Those utilizing the FEL for high-power Terahertz spectroscopy usually find

its frequency spectrum to be comparatively narrow, as the bandwidth covers <

1 GHz. Other sources of Terahertz radiation (for instance FEL’s designed using

different accelerators), tend to generate short pulses, which lead to a broad Fourier

Transform limited bandwidth.184 However, for EPR, where linewidths are on the

order of MHz, such a broad spread of frequencies would make EPR impossible.

The spread of frequencies in the UCSB FEL results from the amplification of

the FEL pulse in the resonator from noise. As mentioned above, the resonator

has a mode spacing of ∼25 MHz, and the radiation emitted from the electrons

can couple into. Due to the ∼1 GHz range of energy of frequencies emitted from

the electron beam, this leads to the potential amplification of many modes across

a roughly GHz range (the center of which will be defined by the electron beam

energy). The precise mode structure is effectively random, as the amplification

occurs from noise, meaning that the pulse-to-pulse spectrum changes dramatically.

To combat this, the spectrometer utilizes injection locking, which induces lasing

on a single mode of the resonator and is described in full detail for this project

in Takahashi et al.180 Briefly, a 240 GHz solid state source is coupled into the
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FEL resonator using quasi-optics (and a pair of isolators, to prevent the FEL

pulse from from damaging the source). If the source frequency overlaps one of

the resonator modes, then instead of amplifying from noise, the FEL will lase

only on the injected frequency (so long as the power in that mode is substantially

larger than the noise). Only relatively small power levels are necessary to fulfill

this condition, however, and since publication of Ref. 180, the injection source

has been moved into the main EPR lab, and the radiation coupled through the

FEL transport line to the resonator. The matching of the injection source to

the resonator mode is done by modifying the frequency of the injection source by

small amounts (< 10 MHz), which is accomplished by varying its 100 MHz phase

reference.

5.2.3 Silicon Switches and Cavity Dump Coupling (CDC)

Unlike many other sources, where a low frequency signal is up-converted in fre-

quency, the radiation from the FEL is generated at 240 GHz. In multiplier-based

sources, the output can be modified by modulating the low-frequency components

(for instance, switching a 15 GHz signal before it is multiplied to 240 GHz to gen-

erate pulses at 240 GHz). This is clearly impossible using the FEL, and so it

is necessary to employ specialized switching technology which can be both fast,

and handle the high FEL powers. As no such device currently exist, homemade,

photo-activated silicon switches were developed and utilized.
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The principle of silicon switching is covered in detail in literature from Heg-

mann et al.185 and Doty et al.186 and it is outlined here as it applies to the FEL.

As described in discussing the out-coupler of the FEL, a high-resistivity silicon

wafer is largely transparent to 240 GHz radiation. However, when silicon is ir-

radiated at a frequency above the bandgap, electrons are promoted out of the

valence band and generate electron-hole pairs. The existence of electrons in the

conduction band at the surface of the wafer causes it to become reflecting and act

as a mirror. The activation of the reflection is determined by the length of the

laser pulse, and thus rise times can be as short as the laser pulses. Alternatively,

recombination controls the relaxation of the switch, and so for high-resistivity

silicon the reflectivity decays over relatively long (∼100 ns to 1 µs) times.

Thus, silicon finds its use in the FEL itself as a cavity dump coupler (CDC).

Radiation is coupled out of the FEL using a silicon wafer that reflects only a few

percent of the radiation. However, by irradiating the wafer with a high-powered

532 nm laser, the cavity resonance is broken. This couples the energy out of

the FEL resonator all at once, and prevents the FEL from continuing to lase.

The FEL output power suddenly increases for 40 ns (corresponding to the energy

stored in the resonator being suddenly coupled out), followed by the cessation of

lasing. Thus, the CDC offers two potential benefits: it generates ∼2-4x increase

in the power of the FEL pulse for a short period, and it stops the FEL from lasing

to act as an off switch.
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5.2.4 Pulse Slicer

The µs long pulse generated from the FEL is not suitable for the ultra-fast EPR

which we wish to do using the high-power pulses. Therefore, we must implement a

way to “slice” much shorter pulses from the long FEL pulse. In order to generate

high-contrast pulses from the FEL, multiple switches are necessary to overcome

the long decay times of the silicon switches. Further, a complex system is necessary

to generate the two pulses that are desired for the most basic EPR experiments

(including echo based measurements). This pulse slicer system allows the µs-long

FEL pulse to be used to generate two separate pulses, each of tunable length and

separation. The basic design of each pulse is rather simple, and a single “switch”

is made up of 2 wafers, the first turns the pulse on (by directing radiation toward

the sample), and the second turns the pulse off (by directing the radiation into an

absorber). A diagram of the current setup is shown in Fig. 5.3, and a previous

implementation is discussed in Takahashi et al.88

The FEL pulse is coupled out of the optical transport system and into free

space within an isolation box, which is a box of thin aluminium, with the insides

covered in absorbing foam (ECCOSORB from Emerson Cumming). This box

prevents scattered light from being reflected out of the beam path and into the

room. Scattered light at these frequencies becomes a pervasive source of back-

ground signal. Inside the isolation box, the FEL pulse is coupled into a pair of

back-to-back feedhorns. The horns are matched to freespace to couple ∼98% of

175



Figure 5.3: FELEPR Pulse Slicer. The pulse slicer uses silicon on and off
switches to generate up to two short (down to 1 ns) pulses from the long (∼1
µs) FEL pulse. The two generated pulses are split from the incident FEL beam
in orange (after it is filtered from the FEL output in purple). Initially, the pulse
passes through on switch 2, and the activation of on switch 1 begins the first pulse
(in blue), which is then halted by off switches 1 and 2. The second pulse is started
by activation of on switch 2 (in green), and is turned off by off switches 3 and
4. The two paths are recombined and directed to the sample (in orange) at the
combiner switch (which doubles as off switch 2).
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the radiation into them.187 These horns then taper to a single mode waveguide

(WR 4.3) at their center. Because the single mode section only supports the lowest

order mode, and is polarization selective, this pair of back-to-back horns acts as a

high quality filter, turning the FEL pulse into in a high-quality, nearly-Gaussian

freespace beam. The filtering process is, however, lossy, and ∼3 dB of insertion

loss is encountered, dropping typical powers at the start of the pulse slicer to 150

W.

Once filtered, the FEL is directed into the two-pulse pulse slicer. Large (4 inch)

wafers (shown in red in Fig. 5.3) are used as on switches. These switches are placed

with a high angle of incidence (> 70 ◦) for reasons which are explained in the next

paragraph. However, these high angles of incidence make the projection of the

FEL beam on the wafer larger in the x-direction (∼4 inches) than in the y-direction

(∼2 cm). To activate these switches optimally, the whole region of the wafer would

be uniformly excited with a high energy laser. In practice, obtaining full cover of

the wafer is technically challenging, and we typically achieve reflections of only

∼80%. These limitations will be addressed with more careful optical design, but

80% switching is acceptable at this stage.

A consistent problem with typical silicon switches is that, though they are

largely transmissive at 240 GHz, some reflections do emerge. Even if the reflec-

tions are only a few %, when utilizing 100’s W of power, these small reflections

from the on switches would prevent EPR (by saturating the EPR line). Two meth-
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ods are used to correct for this problem. The first is operating the switches at

Brewster’s Angle, where no reflections off the surface are expected. From solving

the Fresnel equations, Brewster’s angle is θBrewster = arctan(nmat
nair

), where nmat is

the index of refraction for the material, and nair ≈ 1, meaning θBrewster ≈ 72◦ for

silicon.66However, we find that this approach still generates sufficient reflections

that we pursue a more involved methodology found in literature.186 Here we tune

the thickness of the wafer so that the reflections from the back surface are 180◦

degrees out of phase with the reflections from the front surface. This causes the

reflections to cancel out, and reduces the reflection from the wafer surface. The

required thickness for this can be calculated from geometric considerations (see

Doty et al.186), and the optimal thickness (T ) is given by

T =
mλ

2( nSi
cos(θt)

− nair tan(θt) sin(θi))
(5.1)

Here nSi = 3.42 is the dielectric constant of silicon, λ = 1.25mm is the wave-

length of the light, θi is the angle of incidence, and θt is the angle at which the

beam propagates through the material (and is given by Snell’s law from θi by

θr = arcsin(nair
nSi

sin(θi))). For a wafer at Brewster’s angle using 240 GHz, the

result is a thickness of ∼190 µm. Wafers of these thicknesses can typically be

purchased, and the final thickness could be tuned by mechanical polishing (for

coarse changes) and finally etched to achieve the desired thickness. In practice,

we found that for thickness between ∼185-195 µm, we achieve reflections that are
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less than -60 dB of the input, which are sufficiently small. The best cases that

were observed in the experiments were better than -80 dB.

There are 2 wafer on switches (one for each pulse) utilized in this setup. As

labeled in Fig. 5.3 “On Switch 1”, activates the first pulse; before it is activated,

the FEL pulse is dumped(thought a mirror) into the low-reflection load. “On

Switch 2” activates the second pulse by directing light into the other beam path.

However, another wafer switch is necessary to act as a beam recombiner; because

the two pulses follow different paths (green and blue respectively in Fig. 5.3)

the two paths must be combined, which occurs at the “Combiner Switch.” Thus,

to activate the second pulse we must activate two switches (“On Pulse 2” and

“Combiner Pulse”).

While identical, wafer-based switches can be used as off-switches (and initially,

this is indeed how pulses were turned off), but they offer a distinct problems. The

∼80% reflection that is reproducibly obtainable is far too low to achieve clean

excitation pulses, and light that is not reflected continues to reach the sample,

resulting in a persistent “on” effect. While hard work on the optics is able to

generate better quality off-switches (with contrast close to), they still remain too

inefficient. To combat this, the FELEPR utilizes horn-based off switches. Free-

space horns, which taper to a 5 mm cylindrical waveguide are placed back-to-back,

with a piece of silicon in between them. As a result of the horn’s constriction,

the fully active region of the wafer is only 5 mm. Unlike the filtering horns, these
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do not taper to a single mode structure, and therefore don’t filter and have a

low insertion loss. 5 mm is a substantially smaller area to irradiate than for the

wafer switches, allowing full coverage and much higher energy densities. These

switches are found to give, under optimal conditions ∼40 dB of isolation per

switch. The optical alignment of these switches is slightly more challenging, as

the laser beam must be passed through the quasi-optical mirrors (shown in grey in

Fig. 5.3), but the improved performance far outbalances the increased difficulty.

An additional advantage is that only 1-3 mJ of energy is necessary to full activate

the horn switches, whereas closer to 30 mJ is necessary to optimally drive the

wafer switches.

While the horn switches work far better than the previous, wafer off switches,

we utilize a pair of off switches for each pulse to ensure a high contrast ratio for the

pulses. For the 1st pulse, “Off Switch 1” and “Off Switch 2” are used. Notice that

due to the constraints of physics space, an additional back-to-back horn could not

be installed, and so “Off Switch 2” is also the “Combiner Switch”. This wafer off

switch typically provides ∼20 dB of isolation, when driven at very high energies.

For pulse 2, horn switches “Off Switch 3” and “Off Switch 4” are used.

A final wafer switch is used in the FELEPR setup which is not depicted in

Fig. 5.3. The detector is protected from the extremely strong FEL pulse with a

silicon switch, which only couples the induction signal to the detector following

activation by a laser. Before this ”detector switch” is triggered, when the detector
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is in its quiescent state, only ∼-60 dB of the induction signal is coupled to the

detector, so that the FEL pulse is observed, but does not damage the detector.

Upon activation of the switch we expect to achieve ∼80% coupling to the detector.

Two final components of the pulse slicer are the absorbers and loads, and

the quasi-optical isolator. The loads and absorbers are designed to minimize

reflections and act as dumps at places where radiation is likely to leak out. The

quasi-optical isolators are devices which allow linear polarized radiation to pass,

but prevent the reflections from propagating. This prevents the formation of

standing waves.188

5.2.5 Laser System

Whether employed as full wafers, or as small pieces inside of back-to-back

horns, all the silicon switches are driven by 532 nm (green) lasers. In order to

generate the 10-100’s of mJ of energy necessary to trigger the switches, we employ

Nd:YAG (neodymium-doped yttrium aluminium garnet) lasers at 1064 nm which

are Q-switched to generate ∼ns long pulses. Frequency doubling crystals are then

used to convert these pulses to 532 nm. The cavity dump coupler is control by one

such Nd:YAG laser (Big Sky Laser, CFR200) that generates > 100 mJ, whereas

the detector switch is controlled by a smaller Nd:YAG laser (Litron Nano-T-250-

10) outputting ∼40 mJ. Both of these lasers are traditional Q-switched YAG lasers

which generate ∼5 ns pulses, and are synched at to the FEL firing at ∼1 Hz.
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Figure 5.4: FELEPR Timing Diagram. The timing diagrams indicating the
way pulses are sliced from the long FEL pulse using the laser system. Here the
full FEL pulse is sketched in faded blue, and the activated pulses are in dark blue.
The pre-pulse contrast is better than -60 dB, while the contrast following pulses
is -70 to -80 dB (and better following the end of the CDC). The detected signal
from the spins (here and FID) is in red. Finally, the YAG laser pulses are shown
in green, with dashed and faded green indicating a portion of the same pulse
being delayed. In each case the cavity dump coupler (CDC) is show in use (from
the Big Sky Laser), but either pulse sequence can be utilized without it. Typical
powers from the FEL that couple into the pulse slicer are ∼170 W without the
CDC, and 350-500 W with the CDC. Additionally, the activation of the detector
switch is always controlled by the Litron Laser, whose position can be tuned (but
must be fired after the end of the pulses to protect the detector). A. For one
pulse experiments, a single laser is used for the on and off switches respectively.
In order to get as ‘clean’ an off switch as possible, the faster Ekspla laser is used.
B. When two pulses are used, each laser is used as both the on and off switches
for a single pulse.
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The silicon switches of the quasi-optical pulse slice are driven with a pair of

high-power, frequency-doubled Nd:YAG lasers. The first offers a 150 ps long pulse

(due to use of Backward Brillouin Scattering to shorten the pulses) with up to 120

mJ of energy at 532 nm (Ekspla, SL312). The second is a slower, 5 ns Nd:YAG

laser with up to 230 mJ of pulse power (Spectra Physics, Quanta Ray GCR-150).

Both these Nd:YAG lasers are synchronized to the firing of the FEL through an

advanced trigger which runs the Nd:YAG flashlamps at 10 Hz, while firing the

laser (by triggering the Q-switch) only coincident with the FEL firing at ∼1 Hz.

There are two primary modes of operation for the FELEPR: one pulse, and

two pulse.

One Pulse Laser Setup

For this setup, only one pulse is used, and it is implemented with “On Switch

2” in Fig 5.3, and utilizes “Off Switch 3” and “Off Switch 4.” The on switch is

controlled by the slow, Nd:YAG laser (Spectra Physics, Quanta Ray GCR-150),

and the two off switches are controlled by the fast Nd:YAG laser (Ekspla, SL312).

This allows the pulse length to be adjusted over the entire length of the FEL pulse

(up to several µs) by electronically changing the delay between the laser pulses.

This mode is depicted in the timing sketch in Fig. 5.4A
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Two Pulse Laser Setup

For a two pulse setup, the switches are used as described in Subsection 5.2.4.

The pulses are generated by splitting each Nd:YAG laser into two beams to drive

both the on and off switches for a single pulse. The pulse lengths are tuned

between ∼1-15 ns by an optical delay line (precision ∼10 ps), which delays the

arrival of the laser pulse that triggers the off switch from the corresponding on

switch. The first pulse is controlled by the slower, Nd:YAG laser (Spectra Physics,

Quanta Ray GCR-150) and the second pulse is controlled by the fast YAG laser

(Ekspla, SL312). The spacing between the two pulses can be arbitrarily controlled

by changing the firing times of the two lasers (out to the length of the FEL pulse).

This mode is depicted in the timing sketch in Fig. 5.4B

5.3 EPR Results

The technical work carried out in Sec. 5.2 allows the generation of one or two

FEL pulses. The contrast ratios of the pulses is sufficiently high (>60 dB on both

sides)for these to be described as distinct pulses, but the shape of the pulses is not

necessarily square, due to the slow YAG laser pulses (∼5 ns). Nonetheless, the

instrument has been demonstrated to be suitable for a variety of EPR experiments.

The manuscript from Takahashi et al.88 describes some of these same experiments

in this section though the overlap is not complete.
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5.3.1 One Pulse Measurements: Simple Rabi Oscillations

The simplest form of experiments that can be carried out in pulsed EPR utilize

a single pulse, followed by a measurement of the free induction decay (FID). The

Rabi oscillation measures the FID (corresponding to the transverse magnetization)

as the length of the excitation pulse is varied resulting in a rotation of the magne-

tization as in Eq. 1.7. Due to our use of a two-phase, mixer detection system, we

measure both MX and MY , though due to the instability of the phase, we typi-

cally record the magnitude of the transverse magnetization (Mtr =
√
M2

X +M2
Y ).

Changing the length of the excitation pulse changes the tip angle β = γetpB1 with

tp the pulse length and B1 the magnetic field strength in the applied pulse. This

is valid for a rectangular pulse, but naturally if the pulse has a more complex

shape, then the pulse profile also matters.

Short pulses then yield small tip angles and the resulting signal is small. As the

pulse length, and therefore tip angle, increases, a larger transverse magnetization

is generated, and so the signal increases. Maximum signal is achieved for β = π
2
, at

which point increasing the pulse length begins to ’over-rotate’ the spins, reducing

the measured signal until it reaches a minimum at β = π where the magnetization

has been inverted and no precession should occur. As the spins are tipped further,

transverse magnetization emerges again and therefore another signal maximum

appears at β = 3π
2

, but it is again nulled at β = 2π.
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Figure 5.5: Typical cw EPR Spectrum of a BDPA grain. A typical cw
EPR spectrum of a BDPA grain is shown at 240 GHz. The narrow line results
from the high spin concentration in this undiluted grain. Linewidths vary from
sample to sample, and are not always a single clean line. The resonance field is ∼
8.58 T, corresponding to a roughly free electron g value.

We utilize a single grain of BDPA as a test sample due to its narrow line

(from exchange narrowing) and strong signal. An example cw EPR spectrum is

shown in Fig. 5.5 for a single grain of BDPA, which were then used for a Rabi

oscillation. The results of a typical Rabi Oscillation experiment carried out with

the FEL on a BDPA sample is shown in Fig. 5.6A, and displays the expected

periodic dependence on the pulse length. The distance between the two maxima

(between β = π
2

pulse and β = 3π
2

) is found to be ∼11 ns. Therefore, the length of

a π
2

pulse is given by ∼5.5 ns. This is roughly 50-100x faster than can be achieved

utilizing the low-powered sources that have been necessary for pulsed EPR at 240

GHz in the past.

The shape of the Rabi oscillations differs slightly from the optimal experiment:
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Figure 5.6: Rabi Oscillations with an FEL. A. The magnitude signal of
the FID of a BDPA grain is shown as a function of pulse length in a single-pulse
measurement. Characteristic Rabi oscillations are observed that are indicative
of rotating the spin magnetization as described in the Bloch spheres above the
figure, with the length of a β = π pulse being ∼11 ns. B. and C. demonstrate
the effect of attenuating the FEL pulse with a wiregrid polarizer with various
pulse lengths. Similar oscillations are observed as the tip angle is now modulated
by the pulse intensity (rather than pulse length). The estimated corresponding
attenuations (as a function of grid angle) are shown in the top axes. B. shows a
single maximum, as is expected from reducing the power under a π pulse, while
C. shows two peaks, as is expected when starting from a 2π pulse.
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1. The slow activation of the oscillations (from 0 to 20 ns) is the result of the

pulse structure, where small leakages occurring after the firing of the pulses

results in small signal. This can be reduced by tuning the timing of the

firing of the CDC to cut this off.

2. One would expect that the signal magnitude would return to zero during an

inversion pulse (at ∼27 ns). One explanation for this result is a distribution

of the pulse power within the sample. If different spins see different strength

pulses, not all spins will display the same Rabi oscillation frequency. While

a minimum exists where the majority of spins are being inverted some of

the spins experience a different B1 and therefore not inverted, resulting in

remaining signal. The distribution of effective B1 is not unexpected given

that B1 in the waveguide should be radially dependent. Further, the wave-

length of the radiation is only ∼1.25 mm, meaning that the sample thickness

(∼100’s of µm) is a significant fraction of the wavelength, and so the B1 is

not constant over the sample.

3. The non symmetry of the two minima is unexpected. If simple B1 in homo-

geneity were the only cause of the incomplete inversion at ∼27 ns, then one

would expect that under a full 2π rotation (at ∼38 ns), a similar nonzero

level would be reached. Instead, the signal is far closer to zero at this point.

This is not consistent with the inhomogeneity discussed above, but we find
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a partial explanation in Sec. 5.4, as this is the result of a large demagneti-

zation effect.

A careful measurement of the dependence of the oscillation on power was

done to confirm that the oscillations are Rabi oscillations. To do this a wiregrid

polarizer (which passes radiation of a particular linear polarization, and reflects

the orthogonal polarization) was used to attenuate the pulse powers. When two

grids are used, and the first one is free to rotate, this acts as a power attenuator,

with the final polarization of the light being defined by the orientation of the last

grid. The power dependence of such an arrangement should be approximately

∝ cos4(χ), where χ is the angle between the incident polarization and the rotation

of the polarizer (i.e. χ = 0◦ is full power, and χ = 90◦ is the highest attenuation).

Figs. 5.6B and 5.6C show measurements done with a fixed pulse length, but

modifying the intensity of the FEL pulse by utilizing a wiregrid polarizer. In Fig.

5.6B when the pulse length is fixed so that the full-power tip angle is β ≈ π and

the pulse power attenuated we see a small drop in signal intensity (corresponding

to reaching the π pulse), and then we see the signal intensity increase as the

diminishing power is reducing the tip angle of the pulse, to be π
2
< β < π. The

peak at at a wiregrid position of χ ∼ 40◦ corresponds to a β = π
2

tip angle, and

for greater attenuations the signal decreases to zero. Given that we started with

a β ∼ π tip angle, we would expect an attenuation in power of 1
4

(corresponding

to a factor 1
2

in B1) would be necessary, which is consistent with χ = 40◦ (χ = 45◦
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would give precisely 1
4
) In Fig. 5.6C when the pulse length is fixed so that the

full-power tip angle is β ≈ 2π we see the same behavior, except with another

oscillation as would be expected for passing through signal maxima at tip angles of

both β ∼ π
2

and β ∼ 3π
2

. In this case we would expect χ = 30◦ and χ = 60◦ would

result in maxima, while χ = 45◦ would be a minimum, which is consistent with

the measurements here. Taken together, these traces confirm that the oscillations

observed are Rabi oscillations (but do not give a clear source for the discrepancies

addressed above). However, a more careful study of the one pulse experiments

will be discussed in Sec. 5.4 and will clarify some of the effects observed in a one

pulse experiment.

5.3.2 Two Pulse

A wide variety of two pulse experiments are possible in magnetic resonance,

and the most common is the simple spin echo, where a second pulse is used

to refocus the signal into an echo. A simple echo decay measurement allows

quantification of TM (see Sec. 1.1.2). It is generally the case that when relaxation

times become rapid compared to pulse lengths, it is difficult or impossible to

observe an echo signal. Thus, if the spins largely decay in 100 ns, an echo sequence

utilizing 600 ns long pulses (as is typical using solid-state based sources) would not

show a signal. As a result rapidly relaxing spins can not be measured with pulsed

EPR at high magnetic fields. However, utilizing the short pulses demonstrated
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Figure 5.7: FELEPR Nitroxide Echo. A. The trace in red shows a two pulse
echo measurement using the FELEPR on a 50 mM nitroxide radical solution
at 190 K in D2O and d-glycerol. The two pulses are ∼10 ns each (and do not
correspond to a π

2
and π pulse), but scattered light and the sensitivity of the

detector makes the pulses look longer. The trace in blue shows the approximate
“true” pulse shape, and the echo is expanded in the inset. B. The measured echo
area is plotted as a function of twice the interpulse spacing, to demonstrate a
measurement of the phase memory time (determined from a fit to an exponential
decay) that is ∼10x shorter than can be measured without the FELEPR.

in Sec. 5.3.1, we should be able to measure rapidly decaying spins utilizing a

two-pulse, spin echo experiment.

A test sample of 50 mM, 4-Amino-TEMPO was prepared in D2O and deuter-

ated glycerol and the two-pulse echo measured at 190 K. Fig. 5.7A shows in

red the time trace of the 2-pulse experiment which shows both pulses and the

echo signal. It is worth noting that the pulse lengths are only ∼10 ns, which

is far shorter than they appear in the plots. The discrepancy emerges from the

substantial amounts of scattered radiation generated when the off switches are

activated. The estimated true pulse lengths are overlayed in Fig. 5.7A in blue.

Notice that the shapes of the pulses at their peak (that they appear to decay after
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Figure 5.8: Fast Echo Sequence with FELEPR. The FELEPR echo sequence
from a nitroxide radical is shown in red (same data as Fig. 5.7A). This is compared
to the sketch of a typical low-powered EPR echo measurement, demonstrating the
ability to measure rapidly decaying signal.

initial activation), is consistent with the pulses saturating the detector, and not

the actual pulse profiles. The echo signal is shown expanded in the inset.

Varying the interpulse spacing results in a change in the intensity of the echo

signal. The echo areas are plotted versus twice the interpulse spacing in Fig.

5.7B. A fit to an exponential of the form Area ∝ exp(− 2τ
TM

) gives a best fit

estimate of the phase memory time TM = 70 ns. These measurements take place

at a temperature that is ∼2-3x higher than temperatures at which a signal could

be observed using the long pulses of a low-powered source, and TM = 70 ns is

a roughly 10x shorter TM than could be probed without the FEL. Because the

TEMPO molecule is a good model of a biological spin-label, this confirms that the

FEL can measure biological samples at much higher temperatures than previously

possible. In order the emphasize the immense difference in measurements of fast
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relaxation Fig. 5.8 shows a typical echo measurement of a nitroxide spin label

with FELEPR and using a standard low-powered source (which is sketched). The

entirety of the FELEPR echo sequence takes place within the first pulse of the

low-powered measurement, allowing measurements of dramatically faster TM .

In order to expand on the measurements of the nitroxide radical, we also made

measurements on GdCl3 at lower concentrations (2.5 mM and 1 mM), which was

aided by the narrow central transition of Gd3+. The previous work in this thesis

has demonstrated some of the possibilities of utilizing Gd3+ as a spin label, and

so this acts as a test of the possibilities of using measurements of TM as probe of

protein structure and dynamics at higher temperatures. A typical time domain

trace is shown in Fig. 5.9A using a 2.5 mM sample in D2O and deuterated

glycerol at 175 K. The signal-to-noise ratio (SNR) is substantially better than was

measured with above in TEMPO as a result of the narrow central line of Gd3+.

Measurement of this signal at temperatures above∼70 K is impossible using a low-

powered source, as is demonstrated in Fig. 5.9B, which shows the phase memory

time (extracted from Area ∝ exp(− 2τ
TM

)) as a function of temperature from <10

K up to 200 K. This range of temperatures could not be accessed previously. The

improved signal to noise of utilizing Gd3+ is emphasized in Fig. 5.9C and Fig.

5.9D where the echo decay curves are showed for 100 K and 200 K respectively.
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Figure 5.9: FELEPR Echo on Gd3+. A. The time domain trace in red shows
an echo carried out on a 2.5 mM GdCl3 solution in D2O and d-glycerol at 175 K,
with more accurate estimates of the pulses drawn in blue. B. A temperature series
of TM for 1 mM GdCl3 solution in D2O and d-glycerol showing the substantially
higher temperatures (and shorter relaxation times) that can be probed with the
FELEPR. C and D show the FELEPR echo decays at 100K and 200K respective
as evidence of the high signal to noise observed in Gd3+ samples (due to the
narrow resonance).
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5.4 Transient Larmor Shifts due to Paramag-

netic Demagnetization

As discussed in Section 5.3, some of the discrepancies observed for the Rabi

oscillations in Fig. 5.6 can be explained by a spatially inhomogeneous B1 field

at the sample, causing different parts of the sample to experience different ro-

tations. However, another effect has been observed which better explains some

features of the data. The investigation began when tuning the B0 field in small

increments about the resonance resulted in unexpected changes to the shape of

the Rabi oscillations. Fig. 5.10 shows measurements of the Rabi oscillations at

different fields around the central resonance. The original trace from Fig. 5.6 is

shown in red (labeled: “On Res.”). Moving to slightly higher fields destroys the

minimum located at ∼27 ns (corresponding to an inversion pulse) as shown in

blue. Alternative, shifting to lower fields (as show in green, purple and orange

respectively) increases the depth of this first oscillation, yielding a better looking

oscillation.

The source of the discrepancy is not immediately obvious. It is well known

that, when working off resonance in a Rabi experiment, the frequency of the

oscillation can be reduced as described by189

Ωoff =
√

Ω2
on + ∆ω2 (5.2)
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Figure 5.10: Off-Resonance Rabi Oscillations. The signal magnitudes of
FIDs of a BDPA grain are shown as a function of pulse length in a single pulse
measurement. Characteristic Rabi oscillations are observed that are indicative
of rotating the spin magnetization as described in the Bloch spheres above the
figure. As the measurement is tuned nominally off resonance, the quality of the
oscillations appears to improve, most notably, the inversion pulse generates near
zero transverse magnetization for ∆B0 = −230 µT.
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where Ωoff and Ωon are the on- and off-resonance Rabi frequencies, and ∆ω is

the difference between the transition frequency and the irradiation frequency. For

our experiments, where 6 ns is a π
2

pulse, we have Ωon
2π
≈ 41.7 MHz. Then even with

the largest shift (0.23 mT∼ 6.4 MHz),
Ωoff

2π
≈ 42.2 MHz, which is consistent with

the small change in the Rabi frequency. Additionally, given that the pulses here

are ∼10’s of ns, the excitation bandwidth of the pulse is substantially broader

than the <10 MHz shift, and so no substantial effect should be related to the

excitation bandwidth of the pulse. Further evidence that neither of these effects

contribute results from the lack of symmetry in the effect of moving field: both

the excitation bandwidth and the Ωoff should effect the curve identically in either

direction.

Evidence for an unexpected effect came from more careful measurements of

the Rabi oscillations, and from looking explicitly at the resulting signal. New

Rabi oscillation experiments were made, which largely agree with the original

measurements as shown in Fig. 5.11 (the Rabi oscillations are slightly longer in

the new scan, ∼13 ns vs. 11 ns). However, when examining the signal from

FIDs under a magnitude Fourier transform, we observe that the location of the

peak (i.e. the Larmor precession frequency) depends on the pulse length (Fig.

5.12A). Note that the IF frequency of 500 MHz corresponds to 240 GHz (due to

mixing the signal down). These shifts are unexpected in the experiment as the

Larmor precession frequency should only depend on the applied magnetic field
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Figure 5.11: Reproduced Rabi Oscillations. The signal magnitude of FIDs
is shown as a function of pulse length in a single pulse measurement comparing
original data (from Fig. 5.6) to a new trace. Characteristic Rabi oscillations are
observed (as described with the Bloch spheres above the figure), and are consistent
between the two traces (with a slight change in the Rabi frequency, due to different
FEL powers).

(B0). However, the frequency shift observed is substantial (shown in Fig. 5.12B)

and covers around 10 MHz, which would correspond to a field shift of ∼.2 mT (the

linewidth of the absorption spectrum is only ∼0.5 mT, corresponding to the ∼0.2

mT peak-to-peak width in Fig. 5.5). The cause of the shift can be determined

by the period of the oscillation, which is found to be twice the frequency of the

Rabi oscillation as shown in Fig. 5.12B. Therefore, the largest shift in frequencies

is observed at the same pulse length as the inversion pulse, which corresponds to

the largest change in sample magnetization. This implicating the paramagnetic

magnetization of the sample as driving the shifts in Larmor precession frequencies.
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Figure 5.12: Dependence of Larmor Frequency on Pulse Length. A.
The magnitude FFT of the FIDs from a series of one pulse measurements using
the FELEPR. The shifting Larmor frequency is not typically expected, as the
oscillation should only be determined by the static field. B. The Larmor frequency
is plotted in green and compared to the signal strength (same as the “New” trace
in Fig. 5.11) as a function of pulse length. The period of the oscillation in the
Larmor frequency is found to be twice that of the Rabi oscillation.

The total sample magnetization results only from the population difference in

the spin states. That is, only excess | − 1
2
〉 spins matter: for every | − 1

2
〉 with a

corresponding |1
2
〉, the net dipole field is zero across the sample. Thus as there

is typically only a small excess of spins in the | − 1
2
〉 state (as given by Eq. 1.5)

paramagnetic species tend to have small net magnetization. However, by moving

to high fields we substantially increase the polarization of the energy levels (even

at room temperature) and can begin to see that effects of the resulting increased

magnetization (for instance, at low temperatures the polarization reaches 99%

and we can observe spin bath quenching as discuss in Chapter 2). As each para-

magnetic spin creates a small magnetic field, there is a (net) paramagnetic field
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generated by the spins. Of course, the effect of the the dipole moment of the

spins is precisely what is detected for distance measurement (See Chapters 2, 3,

and 4). These are the effects of local dipolar interactions of the closest neighbors,

which leads to broadening effects. The net paramagnetic field here is a sample

wide magnetic field induced by the overall aligning of the spins (which follows

a Boltzmann weighting for a paramagnetic system). This field can generally be

neglected due to the low polarizations and low concentrations of spins; that is,

the magnetization and concentrations are generally small enough that the sample

magnetization does not contribute to the magnetic field felt by the sample.

However, the undiluted grains of BDPA used in these studies have extremely

high concentrations, so that even with the small polarizations (∼2% at 240 GHz

and 300 K) encountered at room temperatures, we can expect a sizable contribu-

tion from the spins to the magnetic field (here, sizable is related to our resolution

of the line, which covers only ∼0.3 mT, not sizable compared to the static field

of 8.5 Tesla). For instance, we can estimate the sample magnetization (which is

along the magnetic field)27

~M0 = −N
V
geµβJBJ

(
gJµβJB

kT

)
ẑ

BJ(x) =
2J + 1

2J
coth(

2J + 1

2J
x)− 1

2J
coth(

1

2J
x) (5.3)

where BJ is the Brillouin function, and J is the spin of the system (J= 1
2
),

N is the number of spins and V is the volume (i.e. N
V

is a number density).
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Here we denote ~M0 as the magnetization in thermal equilibrium. Then, for our

BDPA sample the only remaining component is the number density N
V

, which

can be estimated. the molecular weight of BDPA is MW = 495.63 g/mol, and

assuming that the density is the same as water (ρ = 106 g
m3 ), yields a density of

N
V

= 1.21 · 1027 1
m3 , which results in a magnetization of MZ0 = −217 A

m
.

Note that this component of the magnetization is the thermal equilibrium

magnetization that emerges from the paramagnetic species. This is distinct from

the TOTAL sample magnetization, which would include contributions from the

nuclear spins (which like the electron spins are dipole moments and have some

magnetic ordering due to Boltzmann statistics), and the magnetization of the

diamagnetic electrons (i.e. those in paired orbital or bonds) which responds to

the applied field.190 We have not discussed these components as they are not

modulated during the experiment, and thus simply contribute to a static magne-

tization. The paramagnetic contribution is important precisely because the pulsed

EPR experiment rotates the spins, and thus modifies the magnetization during

the experiment. For instance, under an inversion pulse the paramagnetic magne-

tization is flipped (MZ = +217 A
m

), and generally, for another pulse both MX and

MY components of the magnetization are generated. As the magnetization gen-

erates a magnetic field at the sample, modifying the magnetization modifies the

applied field (slightly), thus resulting in the differing Larmor frequencies observed

in Fig. 5.12.
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The calculation of the magnetic field resulting from the sample magnetization

is complex and requires precise knowledge of the sample geometry, distribution

of spins, and results in a field that depends on position within the sample. How-

ever, we make the approximations (following Levitt et al.190) that the sample is

homogeneous and ellipsoidal in geometry, so that the resulting field is given by191

~B = ~B0 + ~BDemag = ~B0 + µ0

∑
i

(
1

3
−Ni)Miq̂i (5.4)

where B0 is the applied field, q̂i are the unit vectors x̂, ŷ, and ẑ, and the summa-

tion is over the indices i = x, y, z. The Ni values are called the demagnetization

factors, and are controlled by the geometry. The power of the approximation

of the ellipsoidal sample is that the resulting expression for B does not depend

on location within the sample. The values of Ni can be found in literature,191

by knowing the semi-principal axis lengths a, b, and c. For a sphere, a=b=c,

NX = NY = NZ = 1
3
, and thus no effect is observed. For the sample studied here

we approximate a roughly circular bottom (a
b

= 1) and a sample that is ∼3x thin-

ner than the radius of its based (a
c

= 1
3
). For this geometry, NX = NY = 0.1855

and NZ = 0.62889. The particulars of these numbers will not be critical, we

use them only to demonstrate conceptually reasonable numbers (the number of

approximations taken make exact agreement impossible).

If we consider how this will effect the EPR experiment we turn to the Bloch

equations, which are differential equations which classically describe the evolution
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of magnetization in an applied field. With the Bloch equations we have (neglecting

relaxation for the moment)

d ~M

dt
= γe ~M × ~B (5.5)

where ~B will be given by Eq. 5.4, but will include the B1 during the pulses.

However, simply by considering Eq. 5.4, we see that we can actually neglect the

transverse components of the magnetization as they don’t affect the evolution of

the spins (in this approximation) as

~M × ~BDemag = ~M × (µ0

∑
i

(
1

3
−Ni)Mi)

= µ0
~M × ((

1

3
−NX) ~M + (

1

3
−NZ −NX)Mz ẑ)

= µo ~M × ηMz ẑ (5.6)

with η = 1
3
− NZ − NX . Above we have use the fact that NX = NY for

factoring, and that ~M × ~M = 0. However, this result means we can rewrite Eq.

5.5 as

~B = (B0 + ηMz)Ẑ + ~B1. (5.7)

Which is to say, that under these assumptions the ONLY effect that the mag-

netization has is to shift the applied field slightly (without an effect from the
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transverse fields).1 This immediately explains the results in Fig. 5.12B, as when

no pulse is applied, MZ = MZ0 = 217 A
m

, and so ~BDemag = ηµ0Mz ẑ ≈ −.13 mT ,

which corresponds to the Larmor frequency observed for short pulse lengths (i.e.

ω0 =486 MHz). As longer pulses are used, we can write MZ = MZ0 cos(β). Thus,

for β = π
2
~BDemag = 0, which corresponds to the frequency at full excitation (i.e.

ω0 491 MHz) and when β = π a maximum frequency (ω0 ∼498 MHz) is reached

as ~BDemag ≈ .13 mT . The total change in Larmor frequency should then be

2 ~BDemag ≈ 0.26 mT , while the data shows a total shift of ∼12 MHz∼0.42 mT.

Given the roughness of the approximation of the density of the sample and the

sample geometry, the agreement is then quite good. This helps confirm that the

source of the Larmor shifts observed during the Rabi oscillation experiment is

from a demagnetization effect.

The connection of this to the shape of the Rabi oscillation experiment is not

as easily derived. The process of tipping the spins, which in turns modifies the

Larmor frequency, can lead to complex dynamics. In NMR these effects have even

been studied as they give rise to “spin turbulence” and chaotic dynamics.192 These

effects emerge fundamentally from the nonlinear nature of the Bloch equations

when we include a magnetization-dependent field in Eq. 5.5. To address the effect

of this on the Rabi oscillation experiment, we therefore carried out simulations of

the experiments by carrying out numeric integration of the Bloch equations using

1We notice that if NX 6= NY then this statement is no longer true. Further work is necessary
to establish the effect of this on the spin evolution.
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a differential equation solver in Matlab. Generalizing from the well known Bloch

Equations in the rotating wave approximation15 we can include the effect of the

magnetization and solve the coupled differential equations

Mx

dt
= (ω0 − ω − ηMz)My − γeMzBy −

Mx

T2

My

dt
= (ω0 − ω + ηMz)My + γeMzBx −

My

T2

Mz

dt
= γe(MxBy −MyBx)−

−(Mz −M0)

T2

(5.8)

In order to best describe the data we used the experimental data to determine

any unknown parameters in the model. The resulting Rabi oscillations are shown

in Fig. 5.13. As shown in green, when the effect of the magnetization is neglected

(for instance, with η = 0 in Eq. 5.8) the FID magnitude shows a “proper” Rabi

oscillation, which approaches zero using an inversion pulse. When we introduce

the magnetization term, and fix the intensity to be 2|Bmag| = 0.42 mT= 12

MHz (based on the data in Fig. 5.12) we find that the Rabi oscillation becomes

distorted, as shown in red. In particular, we notice that the π pulse does not

result in proper inversion, but the 2π pulse does return us to a near minimum. By

moving slightly “off resonance” (shown in blue) to partially compensate for the act

of driving the spins off resonance with the pulse, we return to a Rabi oscillation

nearly identical to the case where the magnetization is neglected. The shift of 0.2

mT ensures that our excitation frequency (which remains fixed even as the Larmor

frequency shifts), is positioned in the middle of the range of Larmor frequencies
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Figure 5.13: Calculated Rabi Oscillations. The total transverse magnetiza-
tion in a Rabi oscillation experiment, based on numeric integration of the Bloch
Equations. Normal oscillations are observed when the effect of sample magnetiza-
tion is neglected (dashed green). Alternatively, when the effect is included (from
experimental data), the oscillations change, and the π inversion does not return
towards zero (in solid red). However, moving slightly off resonance, to compensate
for the dynamically changing magnetization under the pulses, the Rabi oscillation
recaptures most of its original form.

that are accessed (rather than on an edge). In comparing the experimental results

for the Rabi oscillation (Fig. 5.10) we see that the calculations in Fig. 5.13

describe the asymmetry observed during inversion pulses (π and 2π), as well as

the return of symmetry (that of the normal Rabi oscillation) that results from

working off resonance.

Thus, we can understand some of the discrepancies in the data based on the

effect of the demagnetization shift occurring in the sample during the pulses.

Some discrepancies remain in the experimental Rabi oscillation data of Fig. 5.10.

For instance, even when working off resonance, and observing the proper inversion
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pulses, the intensity of the second peak (at ∼30 ns, associated with the 3π
2

pulse)

is weaker than the first (at ∼20 ns, associated with the π
2

pulse). This suggests

that there is still a component of B1 inhomogeneity, which is acting to damp

the Rabi oscillation. Further, in general, only several oscillations are visible in

the data taken here, where in principle the oscillation should continue until it

is damped out either by B1 inhomogeneity or T?
2 effects. This is still not fully

understood, and there may be additional effects associated with the magnetization

shift discussed above which are absent in calculations due to the approximations

used (for instance, the ellipsoidal sample), and so further work remains.

5.5 Future of FELEPR

Once adapted to perform properly as a pulsed EPR source, the Free Electron

Powered-EPR (FELEPR) spectrometer represents a major step forward in ultra-

fast, high-field EPR. This opens the door to studies of faster relaxing systems, and

at higher temperature that had been possible in the past. Further, as FELEPR

is the first high-powered EPR spectrometer at this field, it offers a critical tool

for testing and developing methodology of high-field EPR. For instance, while

the study of the demagnetization shift appears a minor note, it proved critical

in understanding the simplest of experiments: the Rabi Oscillations. Because no

one had done these sorts of experiments with such high powers at these fields, it

took dedicated investigation to identify and unravel the source of these effects.
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This highlights the wide ranging “new ground” that is being investigated, and the

need for practical explorations of the techniques. While currently the FELEPR

is a unique instrument in the framework of EPR spectrometers, we expect that

improving source technology and ongoing innovation will eventually allow high-

powered EPR spectrometers based on other sources; it is hoped that the work of

the FELEPR generates both motivation, as well as technique-based knowledge for

the expansion of high-powered, high-field EPR.
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Chapter 6

Phase Cycling the FELEPR

Material in this chapter, including figures and some detailed experimental

information for this work in Appendix A, are originally published in Ref. 193

(available online), and are reproduced by permission of the PCCP Owner Societies.

6.1 Introducing Phase to the FELEPR Experi-

ment

The previous chapter (Chapter 5) addresses how the millimeter (mm)-wave

Free Electron Laser (FEL) at the University of California at Santa Barbara

(UCSB) can be used as a transformative solution to the dearth of power that is

typical in a high-field, pulsed EPR spectrometer. A spectrometer offering broad-

band, fast excitation pulses at these frequencies opens up new opportunities, such

as the capability to study biological systems at temperatures above 200 K, where

the rapid spin relaxation times are the roadblocks for studies with low-power EPR
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spectrometers. Further, this instrument offers an important first platform to learn,

test, and improve key technologies and methodologies of high-power, pulsed EPR

above 100 GHz.

Thus, while the spectrometer is operational and capable of one- and two-

pulse measurements, development is ongoing to expand its capabilities. While

the FEL offers extremely high powers at these frequencies, it does not offer all

the advantages that a high-power amplifier might. In particular the FEL does not

allow for the direct locking of the detector reference phase to the source. Although

the FEL is injection-locked to a frequency- and phase-stable, solid-state source,

this only ensures that the FEL lases exclusively on a single longitudinal mode of

the cavity, but does not lock the phase to that of the injection source. Thus, the

phase of the FEL pulse, and therefore also the phase of the EPR signal, varies

from pulse to pulse. In the absence of a stable phase reference it is therefore

necessary to measure the signal magnitude, effectively discarding the advantage

of phase-sensitive measurements. This explains why the work in Chapter 5 is done

with magnitude detection: the detector phase was not properly (or consistently)

defined. Further, without a stable pulse phase, it is impossible to implement

phase cycling that would be crucial to increase signal quality and remove artifacts

(further improving the overall sensitivity), as well as dramatically expand the

versatility of possible pulse sequences.194,195 Fortunately, the new developments

described below demonstrate that not only can FEL-powered EPR spectra be
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collected phase coherently, but the phases of both pulses can be effectively tuned

and independently modulated.

In this chapter, we present a two-fold approach to achieve effective phase cy-

cling for pulsed EPR using an FEL source by first utilizing post-processing to

define a reference phase, and then modifying the relative phase of two pulses

with dielectric materials. The direct measurement of the applied pulse allows for

the phase of the spectra to be retrospectively corrected and accumulated phase-

coherently. By collecting the full information of the pulse digitally, this improves

on a previously published approach where the pulse was mixed down in hard-

ware and used to generate a trigger signal to lock the reference phase to the

pulse phase.175 We demonstrate that as the reference oscillator is not locked to

the injection source, we achieve a stochastic phase cycling when many scans are

accumulated, as the relative phase of the FEL pulse and detector is random and

samples all possibilities. This approach is shown to eliminate several artifacts

as the random phase cycling—in the limit of many pulses—is comparable to the

CYCLOPS (CYClical Ordered Phase Sequence) phase cycle that is included in

virtually all phase sensitive magnetic resonance experiments.196 For a weak sig-

nal, we show that coherent signal averaging allows us to extract a signal that was

entirely obscured by noise in a single scan. When adding a second FEL pulse to

the EPR experiments, we demonstrate the ability to determine the relative phase

of the two pulses by measuring the oscillation in signal intensity as a function of
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the field offset from resonance. Furthermore, we demonstrate that a ∼200 µm

piece of silicon, when inserted into the path of one pulse, shifts the relative phase

of the two pulses by roughly 180◦, indicating that the relative phase of the pulses

can be stepped by a fixed amount determined by the properties of the dielectric

material. Finally, either by using a dielectric material or by making small changes

to the quasi-optical path length, we show that the relative phase of the two pulses

can be tuned to a precise value. These approaches, undertaken together, present

a generally applicable methodology to carry out full phase cycling of microwave

pulses to suppress undesired signal and optimize pulse sequence performance using

any high-power source with stable frequency.

6.2 Locking Detector Phase to FEL Pulse

For these experiments a BDPA grain was used as a sample, the magnetic field

was centered at the BDPA resonance (∼8.58 T), and a single pulse measurement

was carried out as shown in Fig. 5.4A and described in Sec. 5.2.5. The phase

correction procedure (described below) was carried out on the traces through post-

processing analysis using the software Igor Pro (Wavemetrics), though it has now

been directly implemented in the measurement software (Labview 8.0, National

Instruments Corporation) to carry out the correction during measurements. In

order to demonstrate the stochastic phase cycling approach, a large series of traces

were measured with identical pulse settings on a sample with strong signal from
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Figure 6.1: Typical Time Domain Trace for Single Pulse FELEPR. The
time domain trace of the real component of a single pulse experiment is shown
with the background offset, pulse region (px) and FID (fx) region highlighted.
The inset shows the signal oscillating at the IF frequency of ∼500 MHz.

BDPA. For these measurements the ∼35 ns long pulse from the FEL was followed

by a ∼80 ns delay before the detector switch was fired, and 360 ns of the FID was

recorded. A 30 dB attenuation in the 10 GHz stage detection was used to avoid

saturation of the electronics. Some further experimental details can be found in

Appendix A.

The original data set, recorded directly from the digitizer, consists of Ntr =993

complex traces sk = skx + ısky (with 1 < k < Ntr) of 4096 points with real and

imaginary parts skx and sky. Each trace contains a pulse region (pk = pkx + ıpky)

and an FID region (fk = fkx + ıfky). Before the beginning of the pulse, the trace

should ideally be zero (plus noise), however due to receiver offsets of the two

channels, both the real and imaginary parts of the traces have a DC offset. The

real component of a typical time domain trace is shown in Fig. 6.1, where the pulse
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and FID regions are highlighted and the DC offset indicated. The spectrometer

uses a 500 MHz intermediate frequency, which corresponds to the oscillations seen

in the pulse and FID regions of the trace.

6.2.1 Correction Procedure

Our approach to analyzing and correcting for the varying phase of the FEL

pulses is broken down into 4 simple steps.

Step 1: Baseline correction. The first step is to remove the baseline offset

of the real and imaginary parts of each trace. The baseline offsets were determined

from the experimental data by averaging the first 500 points (i.e. the part before

the beginning of the pulse) separately for the real and imaginary parts of each

trace. This estimate for the baseline offset for each trace is subtracted before

continuing.

Step 2: Determination of relative pulse phases. The (complex) data

points pk = pkx + ıpky representing the pulse are extracted from each (complex)

trace sk. The number of data points selected is chosen to cover the entirety of the

pulse while avoiding the rising and falling edges. For this demonstration, the pulse

region covered 30 ns (150 points, from 1650 to 1800). The phase of the pulses is

not stable from pulse to pulse, as demonstrated in Fig. 6.2A, where the real parts

of the FFT of five pulses (Pk=FFT[pk]) taken within ∼30 seconds of each other
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Figure 6.2: Retrospective Correction of Phase. A: The real part of the
FFT of the FEL Pulse for several different pulses (taken within ∼30 seconds of one
another) shows fluctuating phases, as expected from using an unlocked detector.
B: By calculating the phase shift ∆φk (shown in the center of the panel) for each
pulse relative to the first pulse, the pulses can be corrected to show consistent
phase. C: The real parts of the FIDs, corresponding to the pulses in A, are shown
to also have varying phases. D: The application of the same phase shifts ∆φk
to the FIDs yields a consistent phase for each spectrum. A subsequent, common
phase shift could be applied to all the traces to achieve a normal, absorptive
spectrum.
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are shown. The first pulse is taken as a reference to determine the relative phase

of each subsequent pulse, using the following procedure.

We calculate the function

Q(φ) =

Np∑
l=1

|e−ıφpk(l)− p1(l)|2 (6.1)

for −180 ≤ φ ≤ 180, where Np is the total number of points in pk. The

minimum of Q(φ) provides an estimate of the phase shift ∆φk of the kth pulse

relative to the phase of the first pulse. The center of Fig. 6.2 shows a typical error

function, Q(φ), and the minimum value is indicated as ∆φk. This approach yields

a phase shift that, when applied to the pulses (p′k = e−ı∆φkpk), ensures the phase

for each pulse agrees. Fig. 6.2B shows that the corrected pulses have identical

real components of their FFT (P ′k = FFT[p′k]).

Step 3: Each FID is phase corrected and Fourier transformed. The

(complex) FID fk = fkx + ıfky is extracted from each (complex) trace sk. As with

defining the region of the pulse, the FID region depends on the experiment, and

is selected to avoid the distortion present during the activation of the detector.

Here the FID region covered 353.2 ns (1766 points, from 2330 to 4096). As the

phase of the FID is determined by the phase of the pulse, it is not stable from scan

to scan as shown in Fig. 6.2B with the real parts of five spectra (i.e. the FFTs

of the FID: Fk = FFT[fk]) corresponding to FIDs measured from the five pulses

shown in Fig. 6.2. Each (complex) FID is multiplied by the phase factor e−ı∆φk
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(f ′k = e−∆φkfk) to correct for the phase shift ∆φk of the kth pulse relative to the

first pulse. This makes all FIDs f ′k phase coherent. After Fourier transformation,

each phase corrected FID f ′k results in a spectrum (F ′k = FFT[f ′k]) in which the

signal has the same phase (up to errors in the determination of ∆φk in step 2).

Following these phase shifts, we find that the five spectra now offer identical, real

FFTs as shown in Fig. 6.2D.

Step 4: Calculate average spectrum. The spectra F ′k(ν) (for k = 1,. . .,Ntr)

can now simply be added to form the average spectrum:

F ′(ν) =
1

Ntr

Ntr∑
k=1

F ′k(ν). (6.2)

The resulting average spectra can then be manipulated as necessary. For

instance, the signals shown in Fig. 6.2D are all phased identically, but are not

phased so that the real component is the pure absorptive signal. A subsequent 0-

order phase shift can be applied to the averaged spectrum to yield the absorptive

shape, and higher-order phase corrections are possible as well. For instance, a

phase that is linear in frequency can be applied to eliminate the characteristic

phase problems associated with a non-zero deadtime. The data presented in

Fig. 6.2D are part of a larger data set, and the averaging and advantages of

the stochastic phase cycle are addressed in Section 6.2.3.
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6.2.2 Screening Pulse Quality from the FEL

A potential problem that arises from the use of the FEL as a source for EPR is

the sporadic instability of FEL pulses. Due to slight variations in electron-beam

tuning, electronics, and changes in ambient conditions, the FEL occasionally fails

to fire, fires weakly, or fires at a slightly different frequency. Clearly such instabili-

ties affect the corresponding FIDs. A convenient extension of the determination of

the phase shift is the ability to observe the consistency of the FEL pulses through

the properties of the error function Q(φ). If each of the pulses pk are truly identical

except for a phase difference, then it should be possible to perfectly match them

with a phase shift (up to the noise in the traces). Thus, we expect the minimum

value of Qmin(= Q(∆φk)) to be close to zero, and a deviation from this indicates

that for pulse pk, the FEL fired differently than it had for other pulses. When

the FID is sufficiently strong to be seen in a single scan, we can also quantify

the consistency of an individual FID with respect to the first FID (taken as a

reference, and assumed to be a representative signal) by calculating the modified

error function for the FID

W (φ) =

Np∑
l=1

|e−ıφfk(l)− f1(l)|2. (6.3)

Low values of Wmin(= W (∆φk)) indicate that the kth FID is identical to the

original FID (f1) up to a phase factor, whereas larger values suggest that the

frequency or amplitude of the FID is different from the reference FID. Fig. 6.3
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shows a plot of Wmin against Qmin (each normalized by the number of points in

the FID and pulse respectively) for all 993 traces in the full data set. As expected,

we find that pulses which are dissimilar to the original pulse (with larger Qmin

values) lead to changes in the FID (with larger Wmin). We can then retrospectively

eliminate scans with pulses displaying large Qmin values. The inset of Fig. 6.3

shows three magnitude FFT spectra compared to the original signal (in purple)

to demonstrate discrepancies in the FID shapes. For this data set we chose a cut

off marked by the hatching on the plot, eliminating 103 traces (∼10%) as having

unacceptably large error. The choice of Qmin ∼ 20 ∗ 10−5 as a cutoff was based

on eliminating dissimilar pulses without discarding extensive amounts of data.

More careful analysis may help identify an optimized cutoff, and this is discussed

further in Section 6.2.5.

6.2.3 Stochastic Phase Cycling

When the Ntr =890 traces that remain after screening for the quality of

the excitation pulse are taken in succession, the relative phase, ∆φk, of each

pulse is found to be effectively random. The average of all the phase vectors

(= 1
Ntr

(
∑

k cos(∆φk),
∑

k sin(∆φk))) is found to be (0.011,-0.029). As this is a

small remnant, it indicates the pulses at least approximate a random sampling of

phases. This variation of the pulse phase, when corrected, can be used to act as

a random phase cycling, achieving cancellation of spectral artifacts that emerge.
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Figure 6.3: Eliminating Inconsistent FEL Pulses. The best-fit error values
for the FID (Wmin) are plotted against the best-fit error values for the pulse
(Qmin). High error values indicate that the pulse (or FID) differs from the first,
reference pulse (or FID) by more than a simple phase shift. By excluding traces
with large pulse deviations (shown in orange hatching), we improve the quality
of the data by not allowing ’misfires’ of the FEL to affect the data. Inset: The
inset shows representative spectra from low, medium and large pulse errors (green,
blue, and red lines respectively) compared with the original FID (purple line).
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The magnitude spectrum of a single, raw FID is plotted in Fig. 6.4A and

shows three features: the signal at frequency ν=500 MHz, a transmitter spike

at frequency ν=0 MHz, which emerges due to the DC offset in the time-domain

data, and a mirror peak located at frequency ν=-500 MHz due to imbalances in

the detector hardware. In the absence of phase corrections, the only approach for

averaging the spectra is by averaging the magnitude of the individual spectra (i.e.

Fmag = 1
Ntr

∑Ntr
k=1 |F (ν)k|). This neglects the phase parameter entirely, but does

allow us to improve the signal-to-noise ratio of the spectrum. However, when the

uncorrected signal is added up in magnitude mode, both the transmitter spike,

the mirror peak, and any consistent spectral artifacts remain as they also add up

constructively with the signal (Fig. 6.4B, red). By comparison, these spurious

peaks are eliminated entirely when the full process of phase-coherent averaging

is applied (Fig. 6.4B, green). Finally, in order to highlight the elimination of

spurious signal as a result of the cycling of the pulse phase, we present the results

of the same data processing, only without initial elimination of the DC-offset (i.e.

step 1) (Fig 6.4B, blue). In this case, the transmitter spike is still averaged to

nearly zero, without the aid of elimination of the DC-offset.

We calculated the signal-to-noise ratio (SNR) of the real component of a single

trace to be SNR≈ 204. When the Ntr =890 spectra are average phase coherently,

the SNR of the real spectrum is found to be SNR= 5669. The noise level in

the real spectrum (characterized by the standard deviation far from resonance),

221



Figure 6.4: Phase Cycling to Eliminate Artifacts. A: A single magnitude
FFT spectrum, showing three features: the FID signal, a transmitter spike and a
mirror peak. B: Comparison of 3 approaches to signal averaging. The uncorrected
averaging (red) is done by simple averaging the one-shot magnitude spectra, and
does not eliminate any artifacts. When the real component is plotted in the case
of both phase correction and background subtraction (“Phase & B.G.”, in green),
both the transmitter spike and the mirror peak are eliminated. For demonstra-
tion, we also carry out phase correction without background subtraction (“Phase
& No B.G.”) in blue (again showing just the real component) to demonstrate
that even without background subtraction, the phase cycling efficiently averages
the transmitter spike towards 0 in the limit of many pulses. Additionally, as ex-
pected, the real component of the signal, plotted after phase correction, produces
a substantially narrower resonance than the magnitude spectrum.
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is found to be reduced by a factor of ∼29.6, which is consistent with Ntr =890

(29.62=876). For comparison, when the spectra are magnitude averaged small,

but consistent detector artifacts, spaced by 25 MHz, are present in the spectra

(visible in Fig. 6.4B in the expanded view of the mirror peak). Therefore, when we

examine the noise level based on the variance far from resonance (now, necessar-

ily, measured from the magnitude, not real, spectrum) these artifacts contribute

to this noise estimate, though they are not random noise. As these artifacts add

constructively in the case of magnitude averaging (but are eliminated in phase

coherent averaging), they dominate the attempt to estimate the noise level, and

averaging appears to reduce the noise level only by a factor of ∼2. When these

artifacts are removed by hand the estimated noise level drops substantially and

better reflects the ’true’ noise level due to random noise. Thus, magnitude aver-

aging successfully reduces the random noise in the spectrum, but does not affect

consistent detection artifacts, which, even when small, can obscure the signal.

The reduction in spurious signals results directly from correcting for the ran-

dom phase of the pulses. The phases of the receiver artifacts are independent of

the pulse phases, so when the phase of each FID is corrected to add coherently,

the artifacts now add destructively. This is conceptually similar to the CYCLOPS

pulse sequence, where the pulse and receiver phase are cycled 4-times, shifting by

90◦ at each step.196 This causes artifacts from imperfect detection hardware (such

as DC-offsets, as well as receiver amplitude and phase mismatches) to perfectly
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cancel after all four steps. The stochastic phase cycling achieves the same result in

the limit of many measurements, but is not as efficient (in requiring many pulses),

as we cannot pick the phases of each pulse to sample the required four, 90◦ phase

shifts. Fig. 6.4B also clearly demonstrates a further advantage of phase sensitive

detection, namely the pure absorptive spectrum is substantially narrower than

the comparable magnitude spectrum, providing better spectral resolution.

6.2.4 Expanding Spectrometer Sensitivity with Coherent

Averaging

For strong signals, it is easy to distinguish the signal from artifacts in the

spectrum, allowing for improved quality spectra to be generated by simply aver-

aging the magnitude spectra. In such cases, the advantages of phase-correction

emerge from the stochastic phase cycling and the ability to access information

that is carried in a particular signal phase. However, it is more typical to measure

weak signals, where the signal may not be visible in a single scan. In these cases,

coherent averaging leads to substantially clearer spectra.

This is demonstrated by taking a series of Ntr =223 traces where the BDPA

FID was intentionally weakened, so that a single spectrum showed no signal. This

one-pulse measurement utilized a ∼35 ns long pulse from the FEL, followed by a

∼180 ns delay between the end of the pulse and the activation of the detector, and

the FID was recorded ∼280 ns after the detector switch was activated. The pulse
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Figure 6.5: Improved Sensitivity with Phase Cycling. A: The time do-
main FID from BDPA with the signal intentionally attenuated and with the FID
recorded long after the pulse. B: The resulting FT spectra from a single scan
shows no clear signal at 500 MHz, though a 0-frequency peak remains from the
background offset. C: The averaging of magnitude spectrum of each of the 223
scans is compared to the magnitude of the phase coherently averaged spectra of
the same 223 scans. While a feature is present at 500 MHz in the magnitude
averaged spectra, it is not substantially larger than noise features. The coherent
averaging presents a clear 500 MHz peak, demonstrating the capability to pull
very small signals from the noise even in cases where no signal is visible in an
individual scan.
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region (pk) for these measurements was 30 ns (150 points, from 1650 to 1800),

but the FID region covered only the final 79.2 ns of the trace (396 points, from

3700 to 4096). The signal was attenuated by 45 dB at the 10 GHz stage in order

to reduce the signal. No screening was applied to eliminate sub-optimal FEL

pulses. Fig. 6.5A shows the time domain trace of a single scan; there is no signal

visible nor is there any in the FFT spectrum shown in Fig. 6B. Utilizing simple

magnitude averaging leads to a spectrum where the signal is difficult to discern

from surrounding features, even after >200 scans. Alternatively, in the case where

the signal is coherently averaged by applying the phase correction protocol, the

spurious signal is reduced and the desired signal distinct from the background.

The two cases are compared in Fig. 6.5C.

6.2.5 Impact of and Considerations for a Coherent Detec-

tor Phase

The extension of spectrometer sensitivity through coherent-averaging of spec-

tra, and the reduction in receiver artifacts through phase cycling dramatically

improve the capabilities of the spectrometer. The high-power, short pulses possi-

ble with the FEL-EPR already dramatically expand both the sensitivity and time

resolution of pulsed EPR above 100 GHz. The ability to more readily isolate the

signals from noise and artifacts will further improve the capacity to measure sam-

ples with short relaxation times, and therefore broader lines and weaker signal.

226



Additionally, although work is underway to minimize the spectrometer dead-time,

the improved sensitivity reduces the extent to which the dead-time limits the ca-

pabilities of the FEL-EPR. As low temperatures are commonly used to lengthen

relaxation times and increase signal intensity, these developments improve the

capability of measuring spin-labeled biological systems at temperatures closer to

their biologically viable condition (>200K), where many biomolecular systems be-

gin to explore their conformational space.143–145 Finally, the absorption spectrum

offers a narrower line than the magnitude spectrum, as demonstrated in Fig. 6.5C,

which further improves the spectral resolution available at high fields.20,197

In the case of this chapter, the processing was carried out separately from the

collection of data, but it is greatly preferable to have access to the properly phased

spectra during data acquisition. The ∼1 Hz repetition rate of the FEL makes the

implementation of “real-time” correction during measurements easy, and has now

been implemented into the data acquisition software. As one pulse is used as a

reference to phase subsequent spectra and screen subsequent pulses, it is important

for the reference to be a faithful representation of the other pulses. The current

approach simply uses the first experiment as the reference, and this approach is

necessary for phase correction carried out during the experiment. However, this is

susceptible to problems if the first pulse is not consistent with the majority of the

other pulses (i.e. the reference that is chosen is itself a bad pulse). This can, of

course, be screened by eye and the second experiment used for the reference in the

227



case of a problem. An alternative is to use post-processing to choose a reference

that is a good match to the greatest number of other pulses, while still using

the current approach during collection as a rough phase correction. A further

alternative is to directly measure the frequency of a pulse and use the function

exp(ıωmeast) as the reference in post-processing, which would eliminate problems

emerging from noise and artifacts in the reference pulse.

The improvements of the spectrometer capabilities for coherent signal aver-

aging are important, but the capability to measure, correct for, and control the

pulse and signal phase offers a fundamental improvement to FEL-powered EPR

experiments. This approach allows some of the limitations of the FEL source to

be minimized or eliminated entirely. We demonstrate that by screening the con-

sistency of the FEL pulses we can improve the reproducibility of spectra by only

collecting (or processing) spectra emerging from proper pulses. Thus, for practical

purposes the FEL pulses become identical (except for phase), just as the output

of an amplified solid-state source is expected to be repeatable. This also allows

the opportunity for more advanced screening, for instance recording the strength

and frequency of each FEL pulse for reference.

Determination of the cutoff level for discarding experimental misfires was done

empirically in this chapter, but can be further rationalized, though the details of

the choices may depend strongly on the specific experiment. Based on the assump-

tion (supported by Fig. 6.3), that the majority of pulses (and therefore FIDs) are
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consistent, the effect of varying the cutoff is to slightly vary the consistency of

the FIDs. A larger cutoff would admit more pulses not matching the original

pulse, causing some reduction in the signal due to cancellation in averaging as a

result of slightly differing magnitude and phase of the FID. However, the shape

or phase of the averaged signal could be systematically affected if a number of

the high-error pulses differed from the original pulse in the same way. In such

a case, identifying all the erroneous pulses would become an important part of

signal processing. A smaller cutoff has the disadvantage of discarding data and

thus slowing the process of data collection.

While hardware based techniques could be used to discard FEL misfires, the

post-processing approach is preferable as it allows the criteria for these cutoffs to

be further modified and optimized after data acquisition. Further, the preservation

of the complete data set allows us to diagnose the cause of systematic problems and

identify methods for improvements. Nonetheless, some simple hardware cutoffs

could be implemented in cases where, for instance, the FEL fails to fire, which

would reduce or eliminate the occurrence of “empty” data sets.

An additional advantage of this retrospective processing is the ability to ac-

curately set the receiver phase to allow specific measurement of the in-phase and

out-of-phase components. This allows us to selectively measure the in-phase or

out-of-phase signal (or any combination of the two), so that we can properly com-

bine signals for more advanced two-pulse phase cycles. Without this capability,
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signals could only be combined in magnitude mode, preventing cancellation of

spurious signal when utilizing phase cycling.

These advantages are not limited to FEL-EPR and they can find use in other

spectrometers, where the source is not sufficiently phase stable, or cannot be locked

to the detector phase. Indeed, for high frequency EPR spectrometers, where the

wavelength is of order several millimeters, very small changes in room conditions

can modify path lengths and cause slow (i.e. minutes and tens of minutes) drifts

in the reference phase. Therefore, the possibility of measuring and correcting for

the pulse phase through the direct evaluation of the pulse may be a generally

useful approach to improve phase stability in these situations.

6.3 Measuring and Modifying Relative Phase in

the Two Pulse Experiment

While we have been able to address the issue of defining a proper reference

phase for each pulse in Section 6.2, in a two pulse EPR experiment the relative

phase of the two pulses plays a critical role in the resulting signal. The FEL-EPR

pulse slicer utilizes two distinct, physical paths when creating two pulses (see Fig.

5.3A). Thus, we expect that, although the FEL pulse itself has a random phase the

two pulses are sliced from the same pulse and so their phases should be related by

a fixed relative phase (∆) determined by the difference in path length. Given that
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at 240 GHz the wavelength is ∼1.25 mm, very small adjustments to the quasi-

optical setup are likely to shift this relative path length by a substantial fraction

of a wavelength. In order to probe this relative phase, we conduct a simple, two

pulse measurement of the FID using tip angles < 45◦, a pulse separation of 30-60

ns and observe oscillations in the FID intensity as the Larmor frequency is swept

6.3.1 Combined Effects of Offset Frequency and Pulse

Phase for 2-Pulse Excitation

If we neglect relaxation and excitation bandwidth effects and work perfectly

on resonance, then no precession occurs in the rotating frame (that is a frame

rotating at the frequency of the FEL pulse) during the pulse sequence, as the pulse

frequency(ωpulse) matches the Larmor frequency (ω0). Therefore, the resulting

signal depends only on the relative phase of the two pulses and their tip angles.

When the pulses are identically phased, they rotate the spins in the same direction

and act cooperatively, whereas if the pulses are 180◦ out of phase the spins rotate

in opposite directions, and thus at least partially cancel the effects. Thus, for

tip angles of 45◦ the resulting signal magnitude (or equivalently the transverse

magnetization) is maximized for pulses of the same phase, and minimized for

pulses of opposite phase. For ideal delta function pulses of tip angle β and σ and

relative phase ∆, the magnitude of the transverse magnetization is given by
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Mtr =
√
M2

X +M2
Y =

√
1− (cos(β) cos(σ)− cos(∆) sin(β) sin(σ))2 (6.4)

where Mx and My are the x- and y- components of the magnetization.

Alternatively, if the field is set so that the spins are off-resonance with the

FEL pulse, then then the magnetization is no longer stationary in the rotating

frame (i.e. ω0 6= ωpulse) and we expect precession to occur during the entire

pulse sequence, which rotates the magnetization in the time between the pulses.

Therefore, pulses with identical phase may not add constructively as the precession

of the magnetization has altered the effect of the second pulse. This may be

considered in an intuitive, physical picture as a modification of the “effective

phase” of the second pulse, defined as ∆eff = ∆−ωt, where ω = ωpulse−ω0 is the

angular offset frequency and t is the length of the pulse sequence (as precession

will occur during the entire sequence, even during pulses). This effective phase

measures the relative orientation of the B1 field of the second pulse (in the plane)

with respect to the orientation of the transverse magnetization component created

by the first pulse based on the combined effects of the difference in the pulse phases

(∆), and the precession of the magnetization (ωt). The net effect on the transverse

magnetization in the absence of relaxation and the limit of ideal, delta-function

pulses of tip angle β and σ respectively is

Mtr =
√

1− (cos(β) cos(σ)− cos(ωt−∆) sin(β) sin(σ))2 (6.5)
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Figure 6.6: Oscillations from Offset Frequency. The integrated absolute
value of the FFT is plotted as a function of offset frequency (and field) for the
case of a 55 ns spacing between two < 45◦ pulses. The oscillations can be well
described by the model in Eq. 6.5 with a theoretical pulse spacing of 57 ns as
shown with the solid, red line. The falloff in intensity likely emerges from the
excitation bandwidth, which is estimated in the solid, green line.

This result can be arrived through careful use of generalized rotation matrices

by computing


MX

MY

MZ


= RZ(−∆)RX(σ)RZ(∆)︸ ︷︷ ︸

R∆(σ)

RZ(ωt)RX(β)


0

0

1


(6.6)

where RX , RY , RZ are the rotation matrices about the x-, y-, and z-axes

respectively, R∆(β) is a rotation of phase ∆ and we have, without loss of generality,

assumed that the first pulse has a phase of 0 (i.e. is about the x-axis).
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6.3.2 Observation of Offset-dependent Modulations of the

FID Magnitude

Here we describe a procedure for measuring this relative phase without re-

quiring any post-processing. The two pulses were generated using the lasers as

described in Section 5.2.5. The magnetic field was swept through the center of the

BDPA resonance (∼8.58 T) and the free induction decay (FID) at each field value

was measured after applying a simple pulse sequence consisting of two < 45◦, 240

GHz pulses. As the BDPA grain is highly concentrated, the exchange narrowing

results in a homogeneous EPR line, and there is no refocused echo. In order to

measure the total transverse magnetization, the area under the signal peak in the

magnitude Fast Fourier Transform (FFT) of the FID was recorded as a function

of the magnetic field. During one of the field sweeps, the Larmor frequency at

each magnetic field was also recorded. Some variations from a linear relationship

are observed between the Larmor frequency and the magnetic field due to con-

tributions of the large sample magnetization (resulting from the same effect as

in Section 5.4), but the variations were small compared to the range of Larmor

frequencies accessed. Therefore, the effect was neglected, and a linear fit was used

to generate a map from magnetic field to frequency that was used for the other

experiments.

Measurement of the two-pulse FID of BDPA shows the modulations in inten-

sity as expected from Eq. 6.5. This is shown in Fig. 6.6 for an experiment with
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an interpulse spacing of ∼55 ns. The best fit to equation Eq. 6.5 is also shown

in red. As the tip angle for each pulse is not known, they were freely varied in

the fit resulting in β = 16◦ and σ = 9◦. However, in the case where the tip

angles are <45◦ (as in this case), the tip angles only affect the depth of the os-

cillation and do not affect the phase or frequency. Therefore, the determination

of the tip angles is not critical, though their size relative to each other controls

the depth of the oscillation. Neglecting the effects of finite pulse lengths, we find

excellent agreement with an interpulse spacing fit value of 57 ns. Given that the

nominal pulse spacing of 55 ns was calibrated ’by eye’ and Eq. 6.5 neglects the

pulse lengths (during which time precession still occurs), this is a realistic result

for the pulse spacing. The fit to Eq. 6.5 also fails to account for the effects of

relaxation and the effect of finite excitation bandwidth, which likely accounts for

the experimental profile. We roughly estimate that our pulses are ∼10 ns long

(neglecting the effect of pulse rise and fall times). If we approximate the excita-

tion bandwidth of a single 10 ns pulse by examining the transverse magnetization

calculated through numeric integration of the Bloch Equations, we find that the

shape of the excitation bandwidth describes the envelope of the oscillation profile

well.

As expected from Eq. 6.5, the period of oscillations is found to clearly depend

on the interpulse spacing. This can be seen for a series of experiments in Fig. 6.7,

where several traces covering nominal interpulse spacings of 30-55 ns are shown
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Figure 6.7: Effect of Interpulse Spacing on Oscillation Frequency. The
experiment shown in Fig. 6.6 is duplicated by varying the separation of pulses.
The integrated absolute value of the FFTs are offset from one another vertically
for clarity, but show clear decreases in the period of oscillation with increasing
pulse spacing. Each trace is well described by fits to Eq. 6.5 with reasonable
theoretical pulse spacings.

vertically offset from each other. As expected, a longer interpulse spacing increases

the frequency of the oscillations, as the magnetization can accumulate larger phase

offsets more rapidly. We again fit to Eq. 6.5 to investigate the parameters. In

this case, as only the pulse separation was varied, the same tip angles found above

(β = 16◦ and σ = 9◦) were fixed and only the amplitude, phase and spacing were

varied. We find that the oscillations are well described by interpulse spacings

that are consistent with the experimental setup. Most critically, the changes in

the pulse spacing are consistent between the fits and experimental values. For

instance, lengthening the spacing by 5 ns in the experiment leads to a increase in

the fitted interpulse spacing by 5 ns. The maximum signal intensity is also clearly

dependent on the interpulse spacing, with longer spacings yielding smaller overall

FID intensities. This can likely be attributed to the T ∗2 (= T2 for the exchange
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narrowed line of BDPA) decay of the processing spins. T ∗2 is estimated to be ∼30

ns from the linewidth of the resonance, which is consistent with the substantial

decrease in signal observed when the interpulse spacing was increased from 30 to

55 ns.

6.3.3 Modulating the Relative Phase with Dielectric Ma-

terials

The effect of the relative phase of the two pulses was investigated by modulat-

ing the phase of one of the pulses by changing the length of the beam paths. By

inserting a material with a higher index of refraction, we can change the phase

acquired in the path. For this purpose, a high resistivity silicon wafer (index of

refraction n = 3.42) of thickness 191 µm was chosen. The phase acquired across

a material is given by φmat = nmatωd cos(θr)
c

, where nmat is the material’s index of

refraction, ω is the angular frequency of the FEL pulse, d is the thickness of the

material, c is the speed of light, and θr gives the angle of propagation in the mate-

rial as given from Snell’s law for a given incident angle (θi). When we account for

the different phase acquired passing through a 191 µm thick silicon wafer rather

than through air (i.e. φAir − φSi ), the phase change should be 134◦ at normal

incidence. Further, the phase change should range from 134◦ to 166◦ as the angle

of incidence is changed from 0◦ to 75◦, allowing for some tunability.
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Figure 6.8: Effect of Silicon Wafers on FELEPR Phase. The phase of the
oscillation is shown to shift due to the change in path length upon insertion of a
dielectric material. The oscillations can be well described with fits to Eq. 6.5, and
show a phase shift of ∼ 140◦ as expected based on the thickness and dielectric
constant of the silicon wafers.

The dielectric induced phase shift was observed experimentally, as can be seen

in Fig. 6.7 (from “No Wafer” to “Insert Wafer”), with the insertion of a wafer

at an incidence of θi ∼ 27◦, which is expected to induce a phase shift of ∼ 137◦

based on calculations. Fitting with Eq. 6.5, while again forcing β = 16◦ and

σ = 9◦, shows that the traces are consistent with having the same frequency (or

pulse separation), but show a shift in phase of ∆ = 140◦, which is consistent with

the calculated shift. Further, if the wafer is then removed from the beam path,

the phase returns to a similar value as in the “No Wafer” trace. A small phase

difference is found (∼ 20◦) between the two traces without wafers. It is likely that

this small difference in the phase results from the errors in calculating the Larmor

frequency from the magnetic field. Given that the oscillations observed are ∼25

MHz, a magnetic field drift of only a fraction of one Gauss (∼3 MHz, well within

reason for a superconducting magnet) could account for such a small phase shift.
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Figure 6.9: Effect of Wafer Incident Angle on Phase Shift. The inser-
tion of a silicon wafer into the beam-path of one of the FEL pulses generates
a significant shift in the relative phase of the two pulses, as can be observed in
the oscillations in the signal magnitude. When we carefully change the angle of
incidence of the wafer, we find the resulting phase shifts are well described by the
expected phase shift discussed in the text. The shift is found to be reproducible
(upon careful measurement of the Larmor frequency at each field).

A more careful set of measurements, where the resonance frequency was recorded

at each point, was undertaken to examine the effects of the angle of incidence on

acquired phase and is shown in Fig. 6.9. For these measurements the incidence

angle was changed from θi ∼ 0◦ to θi ∼ 60◦, which should display phase shifts of

∆ = 133◦ and ∆ = 154◦, respectively. These measurements show the acquired

phase agrees well with the calculations and reproducibly allowed the phase shift

to be tuned by ∼ 25◦ by changing the angle of incidence of the silicon wafer,

though a consistent ∼ 3◦ systematic deviation is observed between the measured

and expected phase shift.

As the dielectric wafers serve to alter the path length of one of the pulses,

an alternative approach to vary the relative phase between the two pulses is to
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Figure 6.10: Effect of Mirror Position on Two Pulse Phase. The relative
phase of the two FEL pulses can be shifted by small modifications to the beam-
path of one of the pulses, as is seen in the changes in the observed oscillations.
The change in the location of a mirror dramatically shifts the phase, allowing
us to achieve a maximum perfectly on resonance (in orange), indicating the two
pulses are in phase. However, the movement of the mirror was done crudely, and
led to a drop in the intensity of the maximum signal due to misalignment of the
quasi-optics.

physically modify the path length of one pulse. This can be accomplished by

a very slight change to the location of a mirror in the pulse slicer. Given the

short wavelength, only changes less than 1.25 mm are necessary to appreciably

modify the phase. Small shifts in the path of one of the pulses is shown capable

of tuning the relative phase of the two pulses, and the relative path lengths can

be adjusted such that phases of the two pulses are identical (as shown for several

mirror positions in Fig. 6.10). However, the movement of the quasi-optics was

done crudely, and caused a drop in the intensity of the measured FID due to

misalignment.
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6.3.4 Impact of Relative Phases in Two Pulse EPR

The ability to measure the relative phases of the two pulses through the oscil-

lations in signal strength as a function of offset frequency showed that the relative

phase of the two pulses is (at least over the course of multiple scans taking several

hours) stable. With this now understood, the opportunity exists to set the relative

phase of the two pulses to a desired value, which can be achieved in one of two

ways. The most direct approach would be design and installation of a precision

mount to change the location of a mirror and ’stretch’ one beam path. However,

such an approach would require an additional mechanism to correct the alignment

of the beam through the pulse slicer as the beam path is changed. Further, it dis-

rupts the design principle of the quasi-optics, which is built to precisely image

beam waists at horn mouths, and at switches to maximize coupling. A prefer-

able alternative is the use of dielectric materials of varying thickness and incident

angles to cover the range of necessary phase shifts. This chapter demonstrates

that silicon wafers offer ∼ 25◦ of tunability from changing the incident angle, and

so a library of wafers of different thickness could be used to cover the full range

of phases. Alternatively, Terahertz lenses are often made from polymers (e.g.,

polymethylpentene (TPX), polyethylene (PE), polypropylene (PP), and polyte-

trafluoroethylene (PTFE)), which are highly transmissive, easily machined, and

have a lower dielectric constant than silicon, making them suitable for use as

thicker phase shifters. For instance, TPX has a dielectric constant of 1.46 at 240
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GHz, so that a 4 mm thick wafer induces a phase change of 535◦ at a 10◦ inci-

dence, and 895◦ at 70◦ incidence, easily covering a full 360◦. Some beam-offset

occurs during passage through a wafer, and for these proposed thicker wafers this

problem would have to be accounted for. However, this should be possible by

using pairs of wafers to compensate for the displacement (for instance, a pair of

2 mm TPX pieces mounted at opposite incident angles).

While the mechanical tuning of path lengths is suitable for calibrating the

relative phase of the two pulses, another goal is the capability to reproducibly

and rapidly change the relative phase of the pulses by fixed amounts during the

experiment (i.e., to cycle the phases). For this purpose, tuning of a wafer’s inci-

dence angle is too slow. However, the insertion of a suitable dielectric material

into the path induces a large and discrete phase shift. Given the FEL repetition

rate is currently ∼1 Hz (and even with forthcoming improvements will not exceed

10 Hz), a wafer can easily be inserted and removed in a chopper-like setup, which

can be synchronized to the FEL firing. In this way, using dielectric materials with

tuned thicknesses (for instance, TPX as mentioned above), the phase can be cy-

cled by different increments (for instance, 90◦, or truly 180◦). Combinations of the

dielectric materials can then be used to achieve more complex phase cycles—for

instance, combining three 90◦ shifters in a 4-step cycle to achieve 0◦, 90◦, 180◦

, and 270◦. Notice that this approach could include, but does not necessarily

require, tuning the relative phase of the two pulses to a precise value as discussed
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above. In many phase-cycling approaches when using two pulses, the absolute

phase of the second pulse is unimportant, so long as it can be modulated by a

fixed amount relative to the first pulse. An example is using a 2-pulse phase cy-

cling for inversion recovery measurements (180◦-T-90◦-measurement ), where the

relative phase of the two pulses should be flipped by 180◦.198 This allows the effects

of imperfect pulses flip angles (for both pulses) to be screened out, ensuring that

only the signal inverted and then excited is measured. This capability is necessary

to permit measuring T1 with high accuracy through the use of phase-cycling that

eliminates the effects of imperfect pulses, and could be expanded to include more

advanced, 4-pulse phase cycling as well.199

6.4 Impact of Phase Cycling for FELEPR

In concluding, we find that the problem of phase stability of an FEL (or other)

source can be addressed through retrospective measurement of the pulse phase and

correction of the signal phase. This allows the full sensitivity of phase-sensitive

detection to be utilized through coherent averaging, and in cases where the phase

of the source varies randomly (as is the case for the FEL), it provides an effec-

tive phase cycling to eliminate artifacts. For FEL-EPR, where two pulses follow

different physical paths, the relative phase of the two pulses can be tuned and

abruptly changed through the use of dielectric materials to modify the relative

path lengths. In combination, these approaches allow us to apply phase cycling
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routines which require modification of the relative phase of the two pulses, calibra-

tion of the phase of the two pulses, and coherent detection of a particular phase

of the signal. Phase cycling greatly expands the versatility of pulse sequences,

such as to greatly increase the sensitivity, accuracy, and robustness of seemingly

simple EPR sequences, which has now been shown to be applicable using the FEL

source.
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Chapter 7

Conclusion

The work presented in this dissertation covers a wide range of topics including

both applications and development of high-field EPR. The central thread which

ties this work together is the goal of expanding the capabilities of high-field EPR

as it is applied to biological systems. This dissertation has described the abil-

ity to probe interspin distances (and particularly probe clustering) by using the

high-fields to silence the electron spin bath. This techniques are found to be ap-

plicable, to even longer distances in new spin probes, based on Gd3+ that show

sensitivity out to extremely long interspin distances, though further theoretical

and experimental work is necessary to finish this development. However, the

more exciting application of these Gd3+ probes is to directly probe long interspin

distances by utilizing cw-distance measurements, which can applied in at higher

temperatures than is possible using pulsed distance techniques. Indeed, it is also

shown that Gd3+ makes a suitable probe for DEER in studying membrane protein

oligomerization. Finally, the development of a high-field EPR spectrometer using
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the UCSB Free Electron Laser as a source has eliminated the ceiling for high-field

EPR that once existed as a result of the limited power of sources. Introduction

of phase control greatly expands the capabilities of the spectrometer and leads

towards more advanced measurements. Together, these efforts follow the separate

(but equally important) paths of uncovering new high-field EPR methodologies,

and pushing (and moving) the boundaries of the state of the art in instrumentation

in an effort to advance the capabilities of high-field EPR more generally.

It had been said, colloquially, that justifying the acquisition or development

of high-field EPR equipment is akin to requesting a multi-story ladder. That is,

one should not attempt to use a 30 foot ladder to wash the first floor windows,

and a high-field EPR spectrometer should only be utilized for situations where it

is necessary. While such justifications are sensible considering the technological

challenge and expense of high-field EPR, it seems that the time has finally come

when technique and technology have developed to the point where the advantages

of working at high-field can be generally applied. Low-field EPR remains a potent

spectroscopic tool, and will remain so into the foreseeable future. However, it is the

hope that finally the use of high-field EPR can begin to expand and become a more

common approach for non-specialists. Such a goal requires both maturation of the

technique (to which this thesis, I hope, contributes), but also the “introduction”

of the technique to a wider audience, which requires demonstrations on “relevant”

problems. The majority of that work in this dissertation has now stepped into
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the realm of practical application. For instance, the studies of ruler molecules

with spin bath quenching are critical as models for biological systems, cw EPR

measurements of Gd3+ labeled Proteorhodopsin and Chemotaxis proteins are in

the fledgling stage, and efforts are being made to identify suitable systems for

application using the FELEPR. As the FELEPR is the only spectrometer of its

kind at the moment, it is our hope that by encouraging collaboration with other

spectroscopists we can emphasize the potential uses of FELEPR, identify new

directions to take the technological capabilities, and help in providing a road-

map for the continued development of high-field EPR. Finally, in contrast to

the “ladder” analogy above, it has been my experience that many of the most

interesting components of the work in this thesis was not (specifically) part of the

original vision of the project. Instead, it seems as if, once we purchased a large

ladder for cleaning the second story windows, we began to discover new things

on the roof that we could not see from the ground. As such, in addition to the

outlook provided here, it seems most likely that many new, exciting applications

for high-field EPR will emerge now that the technology has become available.

Thus, the biological applications for high-field EPR (those presented here, and

elsewhere) beyond offering an exquisite method for targeted studies of structure

and dynamics in support of other techniques, hopefully provide a framework for

the road forward in EPR generally, which lies towards high fields.
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Appendix A

Experiments and Methods

A.1 EPR Spectrometers

The majority of measurements in this dissertation were done at 240 GHz using

either a low-powered, cw/pulsed EPR spectrometer, or an “advanced” version of

the same spectrometer where the Free Electron Laser is used as a high-power

source. The details of operation of the FELEPR is covered in Chapter 5. Because

the low-powered spectrometer, while home built, has been employed elsewhere,

it’s setup is discussed below. The DEER measurements carried out in Chapter 4

utilized spectrometers in the Goldfarb group at the Weizmann Institute of Science

and are briefly outlined below.

A.1.1 Home Built 240 GHz EPR Spectrometer

Further details of the spectrometer operation for low-powered EPR can be

found in the spectrometer manual available from the Sherwin Group at UCSB.
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The spectrometer is a dual, pulsed and cw EPR spectrometer operating at 240

GHz, using a low power solid state source, developed to operate as the staging

instrument for a Free Electron Laser-powered EPR spectrometer88. It is simi-

lar in operation to spectrometers described elsewhere87. It utilizes a frequency

multiplier source (Virginia Diodes Inc) which multiplies a 15 GHz source 16x to

achieve a frequency of 240 GHz with cw power of order 30 mW. The system uti-

lizes a quasi-optical bridge and induction mode detection200. Super-heterodyne

detection is employed using a Schottky subharmonic mixer (Virginia Diodes Inc)

and a home built IF stage at 10 GHz, which is then mixed down to baseband

for detection. The detector system has a noise temperature of 1300 K, and the

overall spin sensitivity at room temperature is measured to be 1010 spins/mT in

cw operation88. The radiation is passed to the samples which sit at the end of a

1.25 meter long overmoded waveguide (Thomas Keating Inc). The waveguide is

placed with the sample at the field center of a sweepable, passively shielded, 12.5

T magnet (Oxford Instruments plc). The magnet is outfitted with a continuous

flow cryostat (Janis Research Company LLC) mounted in the room temperature

bore of the magnet, allowing continuous operation between 2.3 and 300 K and

down to 1.5 K in batch mode.

The sample temperature is recorded with a Cernox temperature sensor (Lake-

shore Cryogenics Inc), mounted at the end of the waveguide just above the sample.

A second sensor, attached to the cryostat and near the heater was used to control
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the temperature with a PID feedback optimized temperature controller (Model

335 Lakeshore Cryogenics Inc) to minimize oscillations. For temperatures down

to 4.2 K, the cryostat can be run under vacuum or atmospheric pressure. To

reach temperatures from 2.3-4.2K requires pumping on the sample space, which

was done with a rotary vain pump. From 1.5-2.3 K the cryostat is run in batch

mode, where the transfer valve’s needle valve is fully opened and the cryostat is

pumped on for 30 minutes to collect helium in the cryostat. The needle valve is

then closed and low pressure generated can cool the sample to 1.5K for 1 hour.

It is not uncommon to see substantial phase jitter in this mode, likely as a result

from pumping on the liquid He.

A.1.2 95 GHz and 10 GHz Spectrometers

W-Band (95 GHz) pulse measurements on the Gd3+ labeled protein were car-

ried out a homebuilt spectrometer described previously70 using 0.84 o.d , 0.6 i.d

quartz capillaries with EPR active volume of 2-3 µL . X-Band pulse EPR ( 9.5

MHz GHz) measurements were done on a Bruker ELEXSYS E580 spectrometer

(9.5 GHz) using an ER4118X-MS-5 probe head with a split ring resonator (5 mm

sample access) on 50-60 µL samples.
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A.1.3 cw 10 GHz Spectrometer

Measurements of Fig. 1.3 in the introduction were done on the commercial cw

EPR spectrometer operating at 10 GHz in UCSB’s MRL.

A.2 Samples

A variety of samples were made and used in this dissertation, and they are

described below, divided into the chapters of the text.

A.2.1 Chapter 1

4-Amino-TEMPO was purchased from Acros Organics and glycerol were pur-

chased from Sigma Aldritch. The Amino Tempo was dissolved into H2O/glycerol

(0.4:0.6, v:v) solution by weight to reach the desired concentration.

A.2.2 Chapter 2

DOTAP (1,2-dioleoyl-3-trimethylammonium-propane (chloride salt)), PC-

TEMPO (1,2-dioleoyl-sn-glycero-3-phospho(TEMPO)choline), and DOPC (1,2,

dioleoyl-sn-glycero-3-phosphocholine) were obtained from Avanti Polar Lipids.

D2O and glycerol were purchased from Sigma Aldritch. Deuterated glycerol was

purchased from Cambridge Isotope Labs. 4-Amino-TEMPO was purchased from

Acros Organics, and deuterated-4-Amino-TEMPO was purchased from Isotec.
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All were used as purchased without further purification. Free-in-solution samples

were made by dissolving the spin label (4-Amino-TEMPO or deuterated-4-Amino-

TEMPO) in D2O/d-glycerol (0.4:0.6, v:v).

Vesicles were prepared following a rapid extrusion procedure106, and the details

of their constituency is given in Table 2.2. Vesicle samples were prepared in

a D2O/d-glycerol (0.7:0.3, v:v) solution. The average inter-electron distance in

vesicles was calculated by determining the approximate number of PC-TEMPO

lipids on the surface of the 200 nm vesicle using an estimate of the headgroup

area of the DOTAP and DOPC lipids of ∼70 Å2 201. Once the number of PC-

TEMPO probes was determined, this was converted to an average inter-electron

spin angular separation202 that was used to estimate inter-electron spin distances.

TOTAPOL (1-(TEMPO-4-oxy)-3-(TEMPO-4-amino)propan-2-ol)133 was pur-

chased commercially from DyNuPol. GdCl36H2O (Gadolinium chloride hexahydr-

ate) was purchased from Sigma Aldrich, and Gd595, C2-Gd595, and C3-Gd595

were synthesized following established procedures.131,134–136. All compounds were

dissolved in D2O/d-glycerol (0.4:0.6, v:v).

The compound 4MMDPA was purchased from Cedarlanes. 4MMDPA solu-

tions were also prepared in D2O/d-glycerol (0.7:0.3, v:v), to which a 1:1 molar

ratio of GdCl36H2O (in 0.7:0.3 v:v D2O/d-glycerol) was added. For PR synthe-

sis and labeling with 4MMDPA see the information on sample preparation for
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chapter 4 below. In this case, a 1:1 molar ratio of GdCl3 6H2O (in 0.7:0.3 v:v

D2O/d-glycerol) was used.

The samples were between 5 and 10 µL and placed in a Teflon sample cup

that had a ∼2 mm inner diameter and was ∼5 mm in height. The samples were

frozen in liquid nitrogen before being mounted on a silver mirror at the end of the

waveguide.

A.2.3 Chapter 3

The compound 4MMDPA was purchased from Cedarlanes. Gd595 and C2-

Gd595 were synthesized following established procedures.131,134–136 GdCl36H2O

(Gadolinium chloride hexahydrate), D2O and d-glycerol were purchased from

Sigma Aldrich. Deuterated glycerol was purchased from Cambridge Isotope labs.

All chemicals were used as purchased without further purification. GdCl3 sam-

ples were made by dissolving GdCl36H2O in a solution of D2O/d-glycerol (0.4:0.6,

v:v). Both Gd-595 and C2-Gd-595 samples were prepared in solutions of D2O/d-

glycerol (0.4:0.6, v:v). 4MMDPA solutions were also prepared in D2O /d-glycerol

(0.4:0.6, v:v), to which a 1:1 molar ratio of GdCl36H2O was added.

The samples were between 3 and 15 ?L (with smaller volumes used for higher

concentrations) and placed in one of two Teflon sample cups. The larger cup is

roughly ∼4 mm inner diameter and 6 mm in height, the smaller was ∼2 mm
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inner diameter and ∼5 mm in height.The samples were frozen in liquid nitrogen

before being mounted on a silver mirror at the end of the waveguide.

A.2.4 Chapter 4

The purification and expression of PR followed methods in literature.203,204

A gene (provided by Gregg Whited from Genencore, Palo Alto, CA) for green

Proteorhodopsin with 6x histidine tags at the C-terminus, and the naturally oc-

curring cysteines (residues 107, 156, 175) replaced with serines, was subcloned

into a pTricHis2 plasmid. The cysteine mutations have been shown to not affect

overall function.41,205 Further mutagenesis on the plasmid modified the glytamic

acid at residue 108 to a glutamine which extends the M-intermediate state of the

photocycle by eliminating a proton acceptor site.206,207 Single cysteine mutations

were introduced in the proteins at residues W58C, and K177C Precise descriptions

of the preparation of single cysteine mutants from the plasmid, and expression of

the protein can be found in Stone et al.41

Purification of the protein similarly followed Stone et al, and for the PR labeled

with nitroxide radicals the spin-labeling the process was identical. For labeling

using Gd3+, 4-Mercaptomethyl-dipicolinic acid (4MMDPA) was used (unmodi-

fied from Cedarlane, Burlington NC) following previous literature.129 After the

protein was bound with a His-tag affinity resin and free protein washed away,

the bound PR was reacted with a 30-fold excess of 5,5’-Dithiobis-(2-Nitrobenzoic
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Acid) (DTNB) in a tris buffer and allowed to set. Free DTNB and TNB were

then washed before A 4-fold excess of 4MMDPA was added and again allowed to

set. The labeled protein was eluted in a tris buffer containing DETAILS.

Both MTSL labeled PR and Gd3+ labeled PR were further purified upon being

removed from the column using size-exclusion chromatography with a Sephadex

200 column on an FPLC instrument (Akta; GE Healthcare, Wauwatosa, WI).

For these experiments, only the fraction previously found to be the hexamer

was used.41 The solvent was exchanged to D2O using centrifugal filters. Gd3+

is bound to the 4MMDPA tags through addition of GdCl3 in deuterated buffer

following buffer exchange. Spin diluted oligomers (where some fraction of the

total PR is labeled) were generated for both the 4MMDPA- and MTSL-labeled

samples. MTSL dilutions were prepared by mixing unlabeled PR (with no cys-

teine mutations) while the labeled protein remained on the affinity column (be-

fore undergoing FPLC). Alternatively, Gd3+ dilutions were prepared by simply

varying the amount of GdCl3 introduced into the system. The maximum nom-

inal Gd3+-loading level utilized was 80% in order to avoid any chance of free

Gd3+ in solution.157 The samples ( both MTSL and 4MMDPA) were diluted to

30:70 d-glycerol:D2O to ensure formation of a good glass. The estimated spin-

concentration (as opposed to the protein concentration) was maintained between

100-300 µM for all samples for the PDS measurements. At W-Band ∼3 µL was

used, while at X-Band ∼50 µL of sample was necessary.
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A.2.5 Chapter 5

The samples of 1:1 crystalline α-γ-bisdiphenylene-β-phenylallyl (BDPA) with

Benzene were purchase from Sigma Aldrich and used without modification. Both

nitroxide and GdCl3 samples were prepared as in the sample preparations for

Chapter 2, only using ∼8 µL of sample in a sample cup ∼4 mm inner diameter

and ∼6 mm in height.

A.2.6 Chapter 6

The samples of 1:1 crystalline α-γ-bisdiphenylene-β-phenylallyl (BDPA) with

Benzene were purchase from Sigma Aldrich and used without modification. For

all measurements, a single grain was selected from the bottle and placed in the

center of a 7 mm silver mirror positioned at the end of the waveguide. A single,

undiluted grain was used to achieve a high spin concentration sufficient to induce

exchange narrowing of the EPR line, thus leading to long free induction decays.

The cw EPR peak-to-peak linewidth of these grains is typically measured to be

approximately 0.3 mT. Although there is well known sample-to-sample variation

for BDPA samples purchased commercially,208[38] for the purposes of this work

these variations did not impact the results, as the only requirement was to have

a single, strong, and narrow EPR resonance.
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A.3 Measurement and Calculation Details

A.3.1 Chapter 1

The cw EPR concentration series was performed at 10 GHz at a temperature

<200 K. The modulation amplitude was set to < 1G, and a wide (30 mT) sweep

with was used to get good background for the signal. The fitting of the spectra

was done using a program kindly provided from the Hubbel group at UCLA.

A.3.2 Chapter 2

The echo decays and echo-detected spectrum for nitroxides was measured us-

ing a 650 ns-τ -750 ns-τ spin-echo pulse sequence using the maximum available

power of the solid state source (∼30 mW). For measurements of Gd3+ a 175

ns-τ -275 ns-τ spin-echo pulse sequence was used. The area under the echo signal

was recorded using an oscilloscope (Lecroy Corporation DDA-120), measuring the

signal magnitude. A superconducting sweep coil, separate from the main coil of

the superconducting magnet was used to irradiate at the maxima of the nitroxide

spectra. Errors for measurements of TM were determined from the error estimates

during fitting to the stretched exponential.
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A.3.3 Chapter 3

CW measurements were carried out using field modulation at 20 kHz with

modulation amplitude between 0.05 and 0.2 mT-to keep modulation <1/5 of the

linewidth that typically was between .45 and 2.0 mT-and measured in quadrature

using lock-in amplifiers (Stanford Research Instruments Inc. SR830). The incident

power was highly attenuated with a wiregrid polarizer, and was on the order of

µWatts at the sample. The spectra were rephased in post-processing procedures to

determine the derivative lineshape by equalizing the positive and negative peaks

of the derivative shape. A superconducting sweep coil, separate from the main

coil of the superconducting magnet, capable of sweeping the field up to ±60 mT

was used to carry out cw measurements. For measuring the full width of the

Gd3+ spectra, as presented in Fig.1, the field was swept using the main coil of

the magnet. The echo-detected spectrum was measured using a 175 ns-τ -275 ns-τ

(with τ =1 µs) spin-echo pulse sequence using the maximum available power of

the solid state source (∼30 mW) and the integral of the echo signal area was

measured using an oscilloscope (Lecroy Corporation DDA-120).

Calculations of both the dipolar broadening (Sec: 3.3) and the refractive broad-

ening (Appendix D) were carried out in Matlab (Mathworks 2011a).
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A.3.4 Chapter 4

The “deadtime free”, 4-pulse DEER sequence as shown in Fig. 1.4, π
2
(νobs) -

τ1 - π(νobs) - t - π(νpump) - (τ1 + τ2 − t) - π(νobs) - τ2 - echo, was used for distance

measurements.52 In the case of the W-Band measurements, the pump pulse was

centered on the maximum of the Gd3+ spectrum, which was also centered at center

of the cavity frequency, and the observer pulse was applied at a spacing of ∼75

MHz. The pump π-pulse length was 15 ns and the π
2
, π observer pulses were 15

and 30 ns, respectively. Other parameters were ; τ1=400 ns and repetition time

500 µs. Similarly, in the X-Band measurements, the maximum of the nitroxide

spectrum was placed at the center of the cavity bandwidth, and used for the

pump pulse, while the observer pulse was spaced by 65 MHz. The pump π-pulse

length was 16 ns and the π
2
, π observer pulses were both 32 ns, and τ1=300 ns

and repetition time 2.5 µs. Measurements were carried out at 20 K at W-Band

and at 50 K at X-Band. Phase memory times and echo detected EPR spectra

were measured using the spin echo sequence. The raw DEER data was processed

using DEERAnalysis61 following established procedures.112 Though the Gd3+ spin

is S= 7
2

(as opposed to the typical S= 1
2

for nitroxides), the approximation of

analyzing the Gd3+ DEER data using an S= 1
2

formalize has been discussed and

justified.111,112,131
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A.3.5 Chapter 5

Rabi Oscillation Measurements

For these experiments a BDPA grain was used as a sample and the magnetic

field centered at the BDPA resonance (∼8.58 T) (except where specific mention

is made of moving off resonance). The resonance is determined by observing the

FEL frequency, and overlapping the Larmor frequency with it (which neglects the

fact that the pulse length affects the Larmor frequency). The time domain trace is

taken in a single-pulse setup, as described in Section 5.2.4. This allows the pulse

length to be adjusted over the entire length of the FEL pulse (up to several µs),

by electronically changing the delay between the laser pulses. The Cavity Dump

Coupler (CDC) was fired to shutoff the FEL and prevent leaked or scattered light

from reaching the detector during the measurement, and the pulse is contained

in this amplified region. The strong signal from the BDPA sample necessitated

attenuation of the signal (ranging from 30 dB) at the 10 GHz stage to prevent

saturation of the mixers.

For Sec. 5.3 only the magnitude area of the FID was collected for each pulse

length, but to identify the Larmor frequency shift in Sec. 5.4, the entire traces

were saved in order to examine the frequency changes through post-processing in

Igor Pro (Wavemetrics).

260



Echo Measurements

When the pulse slicer is used to generate two pulses, the pulses were generated

using the lasers as described in for two pulses in Section 5.2.4. Each pulse was

∼10 ns, and the separation was changed by modifying the firing of the two lasers.

The CDC was again used to help reduce the deadtime, and little attenuation was

used (as the signal was rather small). No effort was made to optimize the pulse

lengths due to the difficulty of aligning the delay line properly.

A.3.6 Chapter 6

One Pulse Measurements

Experimental Details can be found in Sec. 6.2.

Two Pulse Measurements

Some details of the two pulse measurement. The first pulse was ∼12 ns in total

length, with a roughly 4 ns rise and fall time, and the second pulse was nearly

square and roughly 9 ns long. The magnetic field was swept through the center

of the BDPA resonance (∼8.58 T) and the free induction decay (FID)at each

field value was measured after applying a simple pulse sequence consisting of two

< 45◦, 240 GHz pulses. As the BDPA grain is highly concentrated, the exchange

narrowing results in a homogeneous EPR line, and there is no refocused echo. The

two pulses were spaced by a coarsely calibrated delay in the firing of two lasers,
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which nominally ranges from 30 ns to 60 ns. The calibration of the delay time was

done visually on an oscilloscope, and the scattered 240 GHz radiation generated

during the activation of the switches makes it difficult to precisely determine the

interpulse spacing in this way. The Cavity Dump Coupler (CDC) was fired during

the second pulse (boosting its power by ∼3x) to shutoff the FEL and prevent

leaked or scattered light from reaching the detector during the measurement. To

place the measured FID safely beyond the deadtime of the spectrometer in these

experiments, the detector switch was activated ∼80 ns following the end of the

second pulse. A schematic of the pulse slicer and a simplified timing diagram is

shown in Fig. 5.4B. The strong signal from the BDPA sample necessitated the use

of a ∼30 dB attenuation of the signal at the 10 GHz stage to prevent saturation

of the mixers. In order to measure the total transverse magnetization, the area

under the signal peak in the magnitude Fast Fourier Transform (FFT) of the FID

was recorded as a function of the magnetic field. During one of the field sweeps,

the Larmor frequency at each magnetic field was also recorded.

Here some details are provided of the measurements of the transverse magne-

tization as a function of offset frequency. It covers the use of the Cavity Dump

Coupler (CDC), the data collection and processing, and the determination of Lar-

mor frequency from field. The CDC was used as a Q-switch to suddenly lower the

quality factor of the FEL cavity at the same time that the second sliced pulse was

ended.1 This prevents lasing after the end of the second pulse in order to eliminate
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scattered light and leakage from appearing during the FID. An additional, though

in this case unnecessary, result is that the CDC offers a roughly two-fold increase

in B1 amplitude for the second pulse. As the magnetic field was stepped, the

sweep coil was allowed to briefly settle before the magnitude of the Fast Fourier

Transform (FFT) of the FID was recorded. As the resonance moves when the

magnet field is swept, the area was always measured in a window of roughly +/-

100 MHz about the center frequency of 500 MHz (the IF frequency) to ensure the

entire signal was included at every field point. 3 scans were taken at each field to

determine an average value and standard deviation for each field/frequency point.

Occasional misfires of the FEL cause missed pulses, where the FEL does not lase.

This caused large disruptions to the data, and so a filter was applied to eliminate

scans where no FID was visible above the noise. This filter acted during data

collection, and so did not change the number of scans for each point (if a result

was discarded, another scan was taken). This filtering acted only to screen out

the clear cases when the FEL failed to fire as the cutoff criterion was always far

smaller than the weakest measured FID, ensuring it did not skew the results.

The measurement of field from the superconducting magnet is based on a

calibration of the applied current, and shows appreciable drift over days. During

one field sweep each FID was saved (in addition to the integrated, magnitude FFT

area) and later processed to create an accurate map from the measured magnetic

field to the Larmor frequency of the BDPA sample. This map was created using a
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linear fit, and the variation in Larmor frequency due to the sample magnetization

was ignored as it was small(examples can be found in the ESI of193). The Larmor

frequency as a function of the swept field, which was used for this calibration

shows the small deviations from linearity mentioned above. For subsequent scans

only the integrated FFT area was recorded, and the measured magnetic field

was used to determine the Larmor frequency based on the previously generated

map. Although this was sufficient to observe clear oscillations, there were some

fluctuations that likely emerged from small field drifts.
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Appendix B

Increased Rabi Frequency in
Gd3+

Following the rules for evaluating matrix elements of the operators Ŝ± found

in any quantum mechanics text(for instance Sakurai’s text21)

Ŝ±|j,m〉 = ~
√

(j ∓m)(j ±m+ 1)|j,m± 1〉 (B.1)

Using this, we can easily construct the SX = 1
2
(S+ +S−) and SY = 1

2ı
(S+−S−)

for the S=7
2

ion.
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S
7
2
X =

~
2



0
√

7 0 0 0 0 0 0

√
7 0 2

√
3 0 0 0 0 0

0 2
√

3 0
√

15 0 0 0 0

0 0
√

15 0 4 0 0 0

0 0 0 4 0
√

15 0 0

0 0 0 0
√

15 0 2
√

3 0

0 0 0 0 0 2
√

3 0
√

7

0 0 0 0 0 0
√

7 0



(B.2)

S
7
2
Y =

ı~
2



0
√

7 0 0 0 0 0 0

−
√

7 0 2
√

3 0 0 0 0 0

0 −2
√

3 0
√

15 0 0 0 0

0 0 −
√

15 0 4 0 0 0

0 0 0 −4 0
√

15 0 0

0 0 0 0 −
√

15 0 2
√

3 0

0 0 0 0 0 −2
√

3 0
√

7

0 0 0 0 0 0 −
√

7 0



(B.3)

The transition strength for the EPR transitions can then be written as P
7
2
m =

〈mZ |S
7
2
X |mZ ± 1〉, with the limitation that −7

2
≤ mZ ≤ 7

2
and −7

2
≤ mZ ± 1 ≤ 7

2

(i.e. that the transitions we look at are between existing energy levels. For our

work, the most interesting transition is the narrow, central transition (|− 1
2
〉 ↔ |1

2
〉)
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and we find P
7
2
1
2

= 〈1
2
|SX | − 1

2
〉 = 2~. By comparison, for an S= 1

2
spin we can

write, based on the Pauli matrices

S
1
2
X =

~
2

0 1

1 0

 (B.4)

S
1
2
Y =

ı~
2

0 −1

1 0

 (B.5)

(B.6)

then we calculate simply P
1
2
1
2

= 〈1
2
|S

1
2
X |− 1

2
〉 = ~

2
. Thus we see that the transition

strength of the central transition is 4x stronger for an S= 7
2

spin than for an S= 1
2
,

and therefore given an identical pulse amplitude, the pulse length can be reduced

by a factor of 4.
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Appendix C

Evaluating the Gd3+ Hamiltonian
with Perturbation Theory

We start with the Hamiltonian:

H = gβB0SZ +D(S2
ZC
− 1

3
S(S + 1)) + E(S2

XC
− S2

YC
)

(identical to Eq. 3.1) For us, SX , SY , and SZ are the spin operators in the

laboratory frame, while SXC , SYC , and SZC are the spin operators in the molecular,

or crystal frame. We first must express the operators in the crystal field frame in

terms of the laboratory frame. To do this, we introduce a new variable θ, which

represents the orientation of the molecule z-axis with respect to the magnetic field.

We neglect a second angle φ as the phase in the x/y plane is arbitrary, and we

simply assume φ = 0

So then following some algebra and grouping we wind up with.
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SZC = SZ cos(θ) + SX sin(θ)

SXC = SX cos(θ)− SZ sin(θ)

SYC = SY (C.1)

Grouping by the spin operators helps us moving forward, so we write:

H = gβB0SZ −
D

3
(S(S + 1)) + S2

Z(D cos2(θ) + E sin2(θ))

+(SXSZ + SZSX) cos(θ) sin(θ)(D − E)

+ S2
X(D sin2(θ) + E cos2(θ))− S2

YE (C.2)

Because we are dealing with an S = 7
2

ion, D
3

(S(S + 1)) =
7
2

( 8
2

)

3
D = 21

4
D is just

a constant. Similarly we know SZ |m〉 = m~|m〉, and similarly S2
Z |m〉 = ~2m2|m〉.

We have the spin operators SX , and SY , in Eqs. B.2 and B.3, and we can write

out SZ
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SZ =
~
2



7 0 0 0 0 0 0 0

0 5 0 0 0 0 0 0

0 0 3 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 −1 0 0 0

0 0 0 0 0 −3 0 0

0 0 0 0 0 0 −5 0

0 0 0 0 0 0 0 −7



(C.3)

At this point, it is useful to emphasize that zero-field interactions (character-

ized by D and E) are small relative to the Zeeman term, so we will address the

zero-field terms through perturbation theory. To do so, we first wish to look at the

matrices that are present for the relevant terms. Namely, these are S2
Z , S2

X , S2
Y ,

SXSZ and SZSX . It is easiest to simply calculate these matrices (in Mathematica

for instance).

The first important realization is that for first order perturbation theory we

are interested in the diagonal elements of the matrix operators.21 Therefore, to

first order in perturbation theory we can drop the SXSZ and SZSX terms, and

then we are only worried about a perturbation Hamiltonian of the form.
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H = gβB0SZ −
21

4
D + S2

Z(D cos2(θ) + E sin2(θ))

+S2
X(D sin2(θ) + E cos2(θ))− S2

YE

H = H0 + V (C.4)

where H0 = gβB0SZ and

V = −21

4
D+S2

Z(D cos2(θ)+E sin2(θ))+S2
X(D sin2(θ)+E cos2(θ))−S2

YE (C.5)

Notice that this matrix form of V is complete ONLY along the diagonal, as

we’ve neglected the terms that have the form SZSX and similar terms. To com-

plete the perturbation matrix to higher orders, we must include the terms, which

I choose to call V1 = (SXSZ + SZSX) cos(θ) sin(θ)(D−E), which we had initially

dropped. Carrying out work to higher orders in perturbation theory would allow

direct calculation of the transition frequency for the central line (which we will in

a moment see is unaffected to first order). However, for this work we do not carry

out this calculation, although we briefly discuss the form of the next leading term

at the end of this appendix.

Following standard perturbation theory we can write ∆1
n = 〈n|V |n〉, where

∆1
n is the first order energy correction of the state |n〉, and the states |n〉 are the

eigenstates of the unperturbed Hamiltonian (i.e. in our case the Zeeman states).

Thus, the energy shifts of each state |mZ〉 is given by the diagonal elements of the

271



perturbation matrix V , i.e. ∆− 7
2

= 〈−7
2
|V |−7

2
〉 = V1,1, ∆− 5

2
= 〈−5

2
|V |−5

2
〉 = V2,2

etc. It is somewhat similar to calculate these diagonal elements if we rewrite the

operators in a different form using the following results.

S2
Z |mZ〉 =

~2

4
m2
z (C.6)

S2
X = (

1

2
(S+ + S−))2 =

1

4
(S2

+ + S2
− + S+S− + S−S+)

S2
Y = (

1

2ı
(S+ − S−))2 = −1

4
(S2

+ + S2
− − S+S− − S−S+) (C.7)

In looking at our expressions for S2
X and S2

Y we see immediately that the

diagonal elements are given simply by the S+S− and S−S+ terms (the others give

rise to the off-diagonal terms in V). But we can write

S+S−|mZ〉 = ~2
√

(J −m+ 1)(J +m)
√

(J +m)(J −m+ 1)|mZ〉

= ~2(J +m)(J −m+ 1)|mZ〉

= ~2(
63

4
+m−m2)|mZ〉

S−S+|mZ〉 = ~2
√

(J +m+ 1)(J −m)
√

(J −m)(J +m+ 1)|mZ〉

= ~2(J +m+ 1)(J −m)|mZ〉

= ~2(
63

4
−m−m2)|mZ〉 (C.8)
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Therefore,

S2
X |mZ〉 =

~2

4
((

63

4
−m−m2) + (

63

4
+m−m2))|mZ〉

=
~2

4
(
63

2
− 2m2

Z)|mZ〉

S2
Y |mZ〉 = −~2

4
(−(

63

4
−m−m2)− (

63

4
+m−m2))|mZ〉

=
~2

4
(
63

2
− 2m2

Z)|mZ〉 (C.9)

Thus, we can rewrite the diagonal elements of V using these results

〈mZ |V |mZ〉 = −21

4
D + S2

Z(D cos2(θ) + E sin2(θ))

+ S2
X(D sin2(θ) + E cos2(θ))− S2

YE

= −21

4
D +

~2

4
(D cos2(θ) + E sin2(θ))m2

Z)

+ (D sin2(θ) + E cos2(θ) + E)
~2

4
(
63

2
− 2m2

Z)

=
21

4
D +

~2

4

[63

2
(D sin2(θ) + E cos2(θ) + E)

− m2
Z(D cos2(θ) + E sin2(θ))

]
(C.10)

The first two terms are independent of the spin state, and so represent a

constant energy shift of all the states. As such, it does not affect the frequency of

the EPR transitions (which depend on the energy difference between the different

states). Thus, we can take only the 3rd term to calculate the shift of the EPR

transition frequencies, and thus simplify affect of the energy of each state as

EmZ = ~ωmZ −m2
Z(D cos2(θ) + E sin2(θ)) (C.11)
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We can write the EPR transition energy as the energy difference between |mZ〉

and |mZ + 1〉 yielding:

∆E = EmZ+1 − EmZ = ~ω − (2mZ + 1)(D cos2(θ) + E sin2(θ)) (C.12)

We notice, immediately, the result proposed in the text. Namely that for

mZ = 1
2

(corresponding to the |1
2
〉 ↔ | − 1

2
〉 transition), the shift caused by the

ZFS vanishes. For all other values of mZ , this does not vanish, and indeed will

depend on both the strength of D and the relative orientation of the ZFS frame.

Thus, 1st order perturbation theory is sufficient to identify the effect of the

ZFS on all transitions except the central transition. However, we must carry

out perturbation theory to higher order in the case that we wish to identify the

broadening of the central transition. However, this calculation, while possible

using the matrices presented here, is not substantially illustrative. Instead, we

use a simple scaling of the transition to demonstrate the key result that the width

of the central transition due to ZFS broadening is reduced as the applied field is

increased. To do so we first operate under the assumption that E � D, which

is generally true in the Gd3+ complexes studied in this dissertation. In this case,

the full perturbation matrix can be written as

V + V1 ∝ D (C.13)

And therefore
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(V + V1)2 ∝ D2 (C.14)

and therefore, the second order shifts of the central line (which is the leading

term as the first order term is zero) is ∝ D2

~ω ∝
D2

B0
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Appendix D

Calculation of Refractive
Broadening for Gd3+ Lineshapes

This section of the supplement describes the background and methodology of

extracting the dipolar-broadened linewidth of a resonance at high concentrations,

where the measured lineshapes are affected by refractive broadening. This ac-

counts for the same effect known as the “propagation effect” which the authors

found treated similarly in literature following submission.159 Refractive broad-

ening emerges in samples where the high concentration, large polarization and

narrow linewidth cooperate to cause an extremely large change in sample suscep-

tibility on resonance. This dramatic change in susceptibility alters the dielectric

properties of the sample appreciably. When this occurs, the reflections from the

sample are no longer simply proportional to the field-dependent susceptibility re-

sponse as is the case at lower concentrations. As the 240 GHz EPR spectrometer

measures the reflection from the sample (backed by a mirror), this means that

when this occurs our measured signal is no longer identical to the field-dependent
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Figure D.1: Reflection Sample Geometry. Shows the simplified geometry
used for the calculation for a sample of thickness d. This three media setup shows
wavevectors KI and KR of the incident and reflected fields in the waveguide (with
index ñ = 1). K+ and K− are the wavevectors of forward and backward moving
waves within the sample, which has a complex, frequency (/field) dependent index
of refraction (ñ′). Finally, KT is the transmitted wave, which is assumed have zero
amplitude as the sample is backed with a metallic mirror. Note the interfaces of
the sample holder are ignored.

susceptibility response that we wish to measure. Therefore, we examine a method

of determining the susceptibility response by explicitly calculating the reflection

with the Fresnel equations. This allows us to approximate the shape of the suscep-

tibility response that generated the measured reflection and use that to estimate

the true dipolar-broadened linewidth.

D.0.7 Calculation of Reflection from a Paramagnetic Sam-

ple

We begin by examining the physical arrangement of our sample as shown in

Fig. D.1. We approximate a flat sample of thickness don top of a mirror. This

ignores the sample holder, which is made from Teflon, and thus should not have
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any response to the modulated field. This also ignores any asymmetry in sample

geometry or meniscus formed in the sample. We expect that, while both effects

may be present, this is still a sufficient approximation to develop an understanding

of our spectra. The problem is then reduced to a two interface problem where

we must satisfy two boundary conditions. The first interface is between air and

the sample for the incident and reflected waves (given by wavevectors KI and

KR) and the two waves propagating within the sample (wavevectors K+ and

K−). Additionally, the interface between the sample and mirror requires the

transmitted wave (with wave vector KT ) be zero. It is then a straightforward

calculation to express the reflection from this sample setup as a function of the

samples permeability and permittivity.

R =
ER
EI

= X + ıY

=

[
exp(2ıφ)(

√
εRµAir +

√
εAirµR) + (

√
εRµAir −

√
εAirµR)

exp(2ıφ)(
√
εRµAir −

√
εAirµR) + (

√
εRµAir +

√
εAirµR)

]
≈

[
exp(2ıφ)(

√
εR +

√
µR) + (

√
εR −

√
µR)

exp(2ıφ)(
√
εR −

√
µR) + (

√
εR +

√
µR)

]
(D.1)

is the reflected signal calculated from the Fresnel Equations66 and is a complex

number containing the in- and out-of-phase response of the spins as X and Y

respectively. ER and EI are the electric field strengths of the reflected and incident

radiation respectively, φ is the phase acquired by millimeter-wave radiation when

passing through the sample, εAirand εR are the permittivity of and air and the

sample respectively, and µAir and µR are the permeability of air and the sample
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respectively. We can express the phase acquired in terms of the known parameters

by φ = ωd
c

√
εRµR, where d is the sample thickness, and c is the speed of light.

We make the (accurate) approximation that µAir ≈ εAir ≈ 1. To determine the

reflections we write µR = 1 + χ where χ = χ′ + ıχ′′ is the complex susceptibility,

and we take εR ≈3.2 from the permittivity of frozen ice.209 We approximate the

susceptibility response as a simple Lorentzian for simplicity and so can write427

χ′ =
χ0ωL

2

ωL − ω
(ω − ωL)2 + ( 1

T2
)2

χ′′ =
χ0ωL
2T2

1

(ω − ωL)2 + ( 1
T2

)2
(D.2)

where χ0 is the DC susceptibility of the spins, ωL is the electron Larmor

frequency, ω is the irradiation frequency, and T2 is the width of the resonance.

We emphasize here that T2 is only a manner of characterizing the resonance width

of the susceptibility in our approximation of a homogeneous, Lorentzian lineshape

and does not reflect the phase memory time in our samples. By calculating the

expected susceptibility response as a function of ωL (which is given by the swept

magnetic field) this yields φ and µR (also as a function of ωL). Then the expected

signal (real and imaginary parts) can be calculated as a function of ωL through Eq.

D.1, giving us a calculated spectrum to compare to those measured in experiment.

Our input parameters for these calculations are ωL, ω, T2, χ0 and d. It is clear

that ω is fixed by our irradiation frequency (2240 GHz) and ωL is fixed by the
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external magnetic field, which is swept around 8.6 T. χ0 is fixed by the spin species

(S= 7
2

for Gd3+), concentration, temperature and magnetic field as follows27

χ0 =
N

V

µβ(gJJ)2

kT
(

1

4J2
csch2(

gJµβB

2kT
))− (2J + 1)2

2J2
csch2(

(2J + 1)gJµβB

2kT
) (D.3)

where N
V

is the spin concentration, J is the spin quantum number, gj is the

effective g-value of the spins (gj=1.992 for Gd3+), µβ is the Bohr Magneton, µ0 is

the vacuum permeability, k is Boltzmann’s constant, and T is temperature.

D.0.8 Evaluating Calculated Spectra for r̄ =1.78 nm Sam-

ples

Estimation of parameters based on calculations are only carried out for the

r̄ =1.8 nm (50 mM) samples, as mentioned in the manuscript. Although we

find sample geometry affects the lineshape of the r̄ =2.4 nm (20 mM) and the

r̄ =3.0 nm (10 mM) samples, it proved difficult to decisively determine estimates

of the exact broadening parameter through comparison with calculation. Spectra

that demonstrate notable deviations from a typical derivative lineshape are much

easier to characterize. At lower concentrations the distinction between refractive

broadening and true linewidth broadening becomes subtle. Thus, we recognize

that refractive broadening is slightly broadening some spectra at r̄ =2.41 nm

(20 mM) and r̄ =3.05 nm (10 mM), where some variability of lineshapes is still

observed, but make no attempt to quantify the correct linewidth in these samples.
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Nominally, we have only 2 variable parameters, the sample thickness (d) and

the resonance width (T2). However, the measurement of the magnetic field is

done through calibration of the current in a superconducting sweep coil. Thus,

the field calibration is not precise enough to be used without modification, and

so we must introduce a shifting parameter to maximize overlap of the simulated

to experimental spectrum. Finally, although the detection is done in quadrature,

the absolute phase is not precisely defined and depends on sample temperature,

room temperature and other parameters. Therefore, a 4th parameter is necessary

to match the phase shift of the collected data. In practice, the experimental

spectra are first shifted by hand in post-processing to roughly display a pure

absorption and dispersion lineshape by optimizing the symmetry of the spectra.

Later, when calculated spectra are generated, their phase and field offsets are

varied to achieve maximum overlap with the experimental spectra (as determined

by the minimizing the difference between calculated and experimental spectra

with the Error discussed below).

As the phase and field shift are not meaningful parameters for this work, we

seek only to optimize them at each value of (T2,d), giving us a 2D parameter

space to investigate. We adopt the brute force method of generating a series of

spectra spanning the reasonable values of these two parameters and determining

the error from the magnitude of the difference in real and imaginary parts, i.e.

Error =
∑
n

√
(XExp−XCalc)2+(YExp−YCalc)2

NPts
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where X and Y represent the in phase and out of phase components, the

subscripts “Exp” and “Calc” referring to experimentally taken spectrum, and

spectrum generated from the calculation outlined above. The summation symbol

indicates summation over all the points in the spectrum and NPts is the number of

data points. As the wings of the experimental lineshapes are not well described by

Lorentzians, the error was only calculated for the center of the spectra, defined by

edges just outside the extrema of the spectra. All the spectra (real and imaginary)

are normalized by intensity before they are compared.

We generated error landscapes for a range of parameters which reasonably cov-

ered the experimentally possibly configurations. Specifically, sample thicknesses

out to ∼3 mm were generally considered. However, no reasonable points were

found beyond ∼1.5 mm, which is consistent with our expectations from sample

volumes and holders. The sample thickness, calculated based on the volumes as-

suming perfect, cylindrical packing were between 250 m to 1.25 mm in the larger

sample holder (∼4 mm inner diameter) and was ∼2.5 mm for the small holder

(∼2 mm inner diameter). For the small sample holder (sample 4), the calculated

sample thickness was ∼10x smaller than 2.5 mm, suggesting this estimation is

inaccurate for this sample setup. However, for the other samples (all measured

in the larger sample holder), we find in general that larger volumes lead to larger

calculated thicknesses. However, the trend is neither perfect, nor do the absolute

thicknesses match, which can likely be explained by the fact that the approxima-
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tion of a flat sample is poorly realized given the high sample viscosity encountered

before freezing (resulting in a significant meniscus). While signal intensity does

generally increase with increasing volume, effects due to sample geometry and the

short wavelength compared to sample thickness (particularly for larger volumes)

results in a nonlinear relationship between signal strength and volume, and some

variability is encountered based on the quality of the loading.

As a general principle, we wished to investigate the local minima with values

near to that of the global minimum to determine if local minima provided bet-

ter parameters estimates than the global minimum, and to gauge the degree of

confidence in our parameter estimates. We restricted our investigation of minima

to error values within 250% of the global minimum, to screen only local minima

which provide good agreement with the experimental lines. Thus, much of the

parameter space shown in forthcoming figures is yellow indicating a comparatively

high error value. In all cases, excepting one, the global minimum was retained af-

ter reviewing the qualifying local minima. The evaluations of all five experiments

are presented below with a brief discussion in each case evaluating the reasonable-

ness of the parameters. In all cases, the parameters cited in the manuscript are

those for the minima which are boxed and have a blue arrow. These parameters

are then used to determine the linewidth of the susceptibility response, which is

then the linewidth cited in the manuscript.
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Figure D.2: Sample 1 Error Plots. A. The real and imaginary parts of
the experimental spectrum (RealExp. and ImagExp. respectively) are plotted for
sample 1 (r̄ =1.8 nm (50 mM)) along with the spectrum calculated from the best
fit parameters shown in B (RealCalc. and Imag.Calc. respectively). B. The error
landscape for the experimental spectrum shown in A is plotted. The unusual
lineshapes provide a simple landscape with one clear, robust global minimum,
which described the spectral features better than the visible local minimum. The
values of the minimum are shown in the boxed inset text with blue arrow, which
provides the parameters for the calculated spectrum shown in A.

Sample 1

The first sample (shown in Fig. D.2A) has a spectrum showing substantial

deviation from a single line, which generated an error landscape with a clear

minimum value as shown in Fig. D.2B. Although another local minimum exists

(located at d ∼1.3 mm, T2 ∼3.5 ns), the error value was more than 50% higher

than the chosen global minimum, and only the global minimum reproduced the

oscillations in the experimental lineshape well. Calculations with parameters near

this local minimum resulted in spectra with broader features, which smoothed out

the oscillations substantially. Thus, the robust global minimum located at d =928
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Figure D.3: Sample 2 Error Plots. A. The real and imaginary parts of
the experimental spectrum (RealExp. and ImagExp. respectively) are plotted for
sample 2 (r̄ =1.8 nm (50 mM)) along with the spectrum calculated from the
best fit parameters shown in B (RealCalc. and Imag.Calc. respectively). B. The
error landscape for the experimental spectrum shown in A is plotted. with a
nearby local minimum with a value within 50% of the global minimum (in the
lower left of the error landscape). However, as described further in the text, the
global minimum better described the spectrum and so was used. The values of
the minimum are shown in the boxed inset text with blue arrow, and provide the
parameters for the calculated spectrum shown in A.

µm and T2 =4.8 ns was used, and the resulting calculated spectrum is shown in

Fig. D.2A.

Sample 2

The experimental spectrum for sample 2 is shown in Fig. D.3A and does not

display substantial deviations from a single line as was the case for sample 1, but

rather is broadened by the effects from refractive broadening. Fig. D.3B shows

an error landscape with both a global and local minimum. Again, as expected

from the error plots, we found that the local minimum offered a less reliable fit,
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Figure D.4: Sample 3 Error Plots. A. The real and imaginary parts of the
experimental spectrum (RealExp. and ImagExp. respectively) are plotted for sam-
ple 3 (r̄ =1.8 nm (50 mM)) along with the spectrum calculated from the best
fit parameters shown in B (RealCalc. and Imag.Calc. respectively). B. The error
landscape for the experimental spectrum shown in A is plotted. The error land-
scape is more complicated than the previous two, with a two local minima which
generate spectra similar to that of the global minimum. Although unequivocally
justifying one set of parameters was not possible, the local minimum at d =524
µm and T2 =3.9 ns is reasoned in the text to be most consistent with previous
results and so was chosen. The values of this minimum are shown in the boxed in-
set text with blue arrow, and provide the parameters for the calculated spectrum
shown in A.

especially in the wings of the spectrum, where it was substantially broader. Thus,

the global minimum located at d = 928 µm and T2 =4.8 ns was used, and the

resulting calculated spectrum is shown in Fig. D.3A. However, the differences

in lineshape between the local and global minimum are not as drastic as in the

previous case, where obvious features were missing/obscured.

Sample 3
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The spectrum of the third sample is presented in Fig. D.4A and leads to a com-

plicated error landscape. Fig. D.3B shows the error landscape with two different

local minima in addition to the global minimum. Although the local minimum

at d =524 µm and T2 =3.9 ns produces a lineshape with a higher error in the

central part of the spectrum (compared to the global minimum), it agrees slightly

better in the wings. However, the two local minima and the global minimum

generate spectra which look largely similar; there are no distinguishing features

(such as oscillations) to help in discriminating between them. This helps demon-

strate the subtlety of the problem in the case of moderate effects from refractive

broadening, where the effect causes some broadening of the line, but no dramatic

change in the features. Essentially, the broadness of the line can then result ei-

ther from refractive broadening (which depend strongly on sample thickness), or

from dipolar broadening (which affects T2). Given that our experimental lines are

already non-Lorentzian, we cannot distinguish well the best possible parameters

easily. However, we note that the volume for this sample was roughly 50% of

that employed in sample 1 (Fig. D.2A), using the same sample holder, making

d ∼500 µm a more reasonable physical estimate of the thickness. Thus, facing the

inability to clearly distinguish the quality of parameters purely from the spectral

comparison we reason that that the local minimum at d =524 µm and T2 =3.9

ns gives a result which is consistent in terms of thickness and has comparable T2
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Figure D.5: Sample 4 Error Plots. A. The real and imaginary parts of
the experimental spectrum (RealExp. and ImagExp. respectively) are plotted for
sample 4 (r̄ =1.8 nm (50 mM)) along with the spectrum calculated from the
best fit parameters shown in B (RealCalc. and Imag.Calc. respectively). B. The
error landscape for the experimental spectrum shown in A is plotted. This error
landscape offers a clear global minimum which describes the lineshape well, while
the local minima present errors more than 50% above that of the global minimum.
The values of the minimum are shown in the boxed inset text with blue arrow,
and provide the parameters for the calculated spectrum shown in A.

values with previous results. Therefore is used as the most reasonable parameter

values as shown Fig. D.4A.

Sample 4

The spectrum of the 4th sample is shown in Fig. D.5A. Although there are no

dramatic deviations from a single line, the error landscape in Fig. D.5B offers a

clear global minimum that describes the lineshape well. The nearby local minima

offer the correct qualitative lineshape, but produce error values more than 50%

great than the global minimum. In the absence of clear distinguishing features
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Figure D.6: Sample 5 Error Plots. A. The real and imaginary parts of
the experimental spectrum (RealExp. and ImagExp. respectively) are plotted for
sample 5 (r̄ =1.8 nm (50 mM)) along with the spectrum calculated from the
best fit parameters shown in B (RealCalc. and Imag.Calc. respectively). B. The
error landscape for the experimental spectrum shown in A is plotted. This error
landscape offers a distinct global minimum and two local minima. Although the
local minima both provide reasonable error values, neither describes the lineshape
features properly, and so the global minimum is used. The values of the minimum
are shown in the boxed inset text with blue arrow, and provide the parameters
for the calculated spectrum shown in A.

of the experimental spectrum (such as oscillations), it is difficult to determine

the best spectrum by eye, and so we selected the global minimum at d =163 µm

and T2 =3.8 ns. Further, these local minima do not have substantially different

T2 values than the global minimum, and so would not dramatically alter the

estimated linewidth.

Sample 5

The 5th spectrum shows substantial deviations from a simple line as shown in

Fig. D.6A. However, the error landscape, shown in Fig. D.5B shows a deep global
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minimum, but two local minima which also offer reasonable error values (at ∼0.1

mm and 1.3 mm). However, local minimum d ∼0.1 mm does not produce any

of the oscillations observed in the experimental spectra. Alternately, the local

minimum at d ∼1.3 mm does present some oscillations, but they do not agree

well with those observed in experiments. Thus, the global minimum at d =942

µm and T2 =5.5 ns was used to determine the true linewidth in the presence of

refractive broadening, as it describes the experimental spectrum well.
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